# CSE143X - Computer Programming I \& II Programming Assignment \#10 due: Friday, 12/15/20, 11 pm 

This assignment is worth a total of 30 points. It is divided into two parts, each worth approximately half of the points. Please note that solutions to this homework will not be accepted after $11 \mathbf{~ p m}$ on Tuesday, December $15^{\text {th }}$.

This program will give you practice with binary trees and priority queues. In this program you will explore how text files can be compressed by using a coding scheme based on the frequency of characters. We will use a coding scheme called Huffman coding. The basic idea is to abandon the way that text files are usually stored. Instead of using the usual seven or eight bits per character, Huffman's method uses only a few bits for characters that are used often, more bits for those that are rarely used.

You will solve this problem using a structure known as a priority queue. In a priority queue each value inserted into the queue has a priority that determines when it will be removed. There are many ways to specify the priorities. For this program you will construct objects that implement the Comparable interface, with objects that are "less" being given a higher priority (to be removed first).

The first step is to compute the frequency of each character in the file you wish to encode. This allows you to determine which characters should have the fewest bits, etc. The next step is to build a "coding tree" from the bottom up according to the frequencies. An example will help make this clear. To make the example easier, suppose we only want to encode the five letters ( $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{x}, \mathrm{y}$ ) and they have frequencies $3,3,1$, 1 , and 2 , respectively.

We first create a leaf node for each character/frequency pair and put them into a priority queue, so that the characters with lower frequencies appear first:


Now we pick the two nodes with the smallest frequencies (the two at the front of the priority queue) and create a new node with those two nodes as children (the first value from the queue becomes the left, the second value from the queue becomes the right). We assign this new branch node a frequency that is the sum of the frequencies of the two children. This new node is then put back into the priority queue:


Continuing in this way, we build up larger and larger subtrees. Here are the rest of the steps:


Note that the nodes with low frequencies end up far down in the tree, and nodes with high frequencies end up near the root of the tree. It turns out that this structural description is exactly what is needed to create an efficient encoding. The Huffman code is derived from this coding tree simply by assigning a zero to each left branch and a one to each right branch. The code can be read directly from the tree. The code for a is 10 , the code for b is 11 , the code for c is 010 , the code for x is 011 and the code for y is 00 .

An interesting feature of the Huffman code is that delimiters between characters are not stored, even though different characters may be coded with different numbers of bits. The key is that a code created
by this method exhibits what is known as the prefix property, which means that no code for a character is the prefix of the code of any other character. Thus, to decode a message we need only traverse our tree. When we reach a leaf, we know that we have decoded one character, and can now start decoding the next character.

## Part 1: Making a Code

For our purposes, we will encode what are known as "bytes" ( 8 bits). This will allow us to encode standard text files and binary files as well. From the point of view of your Huffman code, you can think about the individual bytes as simple integers in the range of 0 to 255 , each representing the integer value of a particular character. In part 1, you are working with a program called MakeCode. It prompts the user for a file to examine and it computes the frequency of each character in the file. These counts are passed as an array to your HuffmanTree constructor.

The array passed to your constructor will have exactly 256 values in it, but your program should not depend on this. Instead, you can use the length field of the array to know how many there are. In your constructor, you should use a priority queue to build up the tree as described above. First you will add a leaf node for each character that has a frequency greater than 0 (we don't include the other characters in our tree). These should be added in increasing character order (character 0 , character 1 , and so on).

Then you build the tree. Initially you have a bunch of leaf nodes. Your goal is to get a single tree. While you haven't gotten down to a single tree, you remove two values from the priority queue and combine them to make a new branch node which you put back into the queue, as described above. You continue combining subtrees until you get down to one tree. This becomes your Huffman tree.

You are to define a class called HuffmanTree with the following public methods (more methods will be added in part 2 of this assignment):

| Method | Description |
| :--- | :--- |
| HuffmanTree(int[] count) | This is the method that will construct your initial Huffman <br> tree using the given array of frequencies where count[i] is <br> the number of occurrences of the character with integer <br> value i. |
| void write(PrintStream output) | This should write your tree to the given output stream in <br> standard format. |

In defining your class, you will also define a node class called HuffmanNode. You should decide what data fields are appropriate to include in the node class.

We will use a standard format for Huffman trees. The output should contain a sequence of line pairs, one for each leaf of the tree. The first line of each pair should have the integer value of the character stored in that leaf. The second line should have the code ( 0 's and 1 's) for the character with this integer value. The codes should appear in "traversal order." In other words, they should appear in the order that any standard traversal of the tree would visit them.

For the example above, the output would be as follows (the letter "a" has integer value 97):

```
121
0 0
99
010
120
0 1 1
97
10
98
1 1
```

It turns out that Huffman coding works best if one character is designated as "end of file," meaning that every file is guaranteed to end with such a character and it will be used for no other purpose. Some operating systems have such a character, but if we want to write a general-purpose program, we have to do something that is not specific to any one operating system. So in addition to encoding the actual characters that appear in the file, we will create a code for a fictitious end-of-file character that will be used only by the Huffman encoding and decoding programs. That means that in addition to all of the legal characters, you are also going to introduce a special character that will be used to signal end-offile. We will refer to this as the "pseudo-eof" character. Its value should be one higher than the value of the highest character in the frequency array passed to the constructor. For example, if the character array has entries up to character value 100, then the pseudo-eof should have value 101 and this should be true even if the count for character 100 is 0 . It will always have a frequency of 1 because it appears exactly once at the end of each file to be encoded. You will have to manually add this character to your priority queue because it will not be included as part of the frequency array.

The output listed above does not include the pseudo-eof character. When you include the pseudo-eof character with a frequency of 1 , the output becomes:

```
121
0
256
010
99
0110
120
0111
97
10
98
1 1
```

The java.util package includes a PriorityQueue $<\mathrm{E}>$ class that implements the Queue $<\mathrm{E}>$ interface. You must use these to build your Huffman tree. The only difference between a priority queue and a standard queue is that it uses the natural ordering of the objects to decide which object to dequeue first, with objects considered "less" returned first. You are going to be putting subtrees into your priority queue, which means you'll be adding values of type HuffmanNode. This means that your HuffmanNode class will have to implement the Comparable<E> interface. It should use the frequency of the subtree to determine its ordering relative to other subtrees, with lower frequencies considered "less" than higher frequencies. If two frequencies are equal, the nodes should be considered equal.

It would have been best for Sun to define PriortyQueue as an interface because there are many ways to implement a priority queue, but that's not how they did it. In this case we have a tradeoff. We would like to make it clear that we need a priority queue rather than a simple queue. On the other hand, we prefer to use interfaces when possible to keep our code flexible. There isn't necessarily a "right" choice in this case, so we have to pick one. You should go with interfaces and flexibility. So you are once again required to use an interface (in this case, Queue $<\mathrm{E}>$ ) to define the type of variables, parameters and return values..

The Huffman solution is not unique. You can obtain any one of several different equivalent trees depending upon how certain decisions are made. But if you implement it as we have specified, then you should get exactly the same tree for any particular implementation of PriorityQueue. Make sure that you use the built-in PriorityQueue class and that when you are combining pairs of values taken from the priority queue, you make the first value removed from the queue the left subtree and you make the second value removed the right subtree.

We often add debugging code that we use while developing a program and that we then remove from the final version. Below are some debugging suggestions:

- Add a println to the constructor of your node class that will report the data for every leaf node that it constructs. The output comparison tool will have correct output for the short file and for Hamlet where each line has a character code followed by one space followed by frequency, as in:

```
10 2
132
32 22
977
```

Remember that nodes are supposed to be added to the PriorityQueue in increasing character order. If any of the frequencies don't match, then you probably have a damaged version of the input file (e.g., you might have used copy/paste instead of directly saving the file).

- You won't be able to figure out the order of elements in the PriorityQueue by viewing it in jGRASP or by using a foreach loop or iterator. But you can write some testing code that repeatedly calls remove on your PriorityQueue, printing the frequency of each node as it is removed from the PriorityQueue. You should see an increasing sequence of values (from low frequency to high).


## Using iGRASP

Remember that in jGRASP you can use a structure viewer to see what your tree looks like. You do so by dragging one of your fields from the debug window outside the window and jGRASP will launch a viewer. This viewer will show you the structure of the list, but may not show you the contents of the nodes. You can fix this by selecting the wrench icon ("Configure the structure to view mapping"). Under "Value Expressions" say:

```
_node_.<field>
```

Where "<field $>$ " is the name of the field you want to view. You can also say:
_node_.<field1>\#_node_.<field2>

Where "<field1>" and "<field2>" are the names of two fields you want to view. Once you have indicated the fields you want to view, click on apply and you should see the names in the nodes. You can also adjust settings like the Width (to see more of the name) or Scale (to stretch/shrink the diagram).

You will find that you can use a viewer to see the contents of the priority queue, but this is unlikely to be helpful to you. The priority queue has an internal structure that won't make much sense to you.

## Part 2: Encoding and Decoding a File

There are two new main programs that are used in this part of the assignment. Recall that MakeCode.java examined an input file and produced a code file for compressing it. The program Encode.java uses this code and the original file to produce a binary file that is the compressed version of the original. The program Decode.java uses the code and the binary file from Encode to reconstruct the original file. Encode is a complete program that doesn't need the Huffman tree. Decode depends on your HuffmanTree class to do most of the work.

In particular, you will have to add two new methods to your HuffmanTree class:

| Method | Description |
| :--- | :--- |
| HuffmanTree(Scanner input) | This is your constructor that will reconstruct the tree from <br> a file. You can assume that the Scanner contains a tree <br> stored in standard format. |
| void decode(BitInputStream input, |  |
| PrintStream output, int eof) | This method should read individual bits from the input <br> stream and should write the corresponding characters to <br> the output. It should stop reading when it encounters a <br> character with value equal to the eof parameter. This is a <br> pseudo-eof character, so it should not be written to the <br> PrintStream. Your method can assume that the input <br> stream contains a legal encoding of characters for this <br> tree's Huffman code. |

The first of these methods is an alternative constructor. In part 1 you wrote a constructor that took an array of frequencies and constructed an appropriate tree given those frequencies. In this part you are given a Scanner that contains the file produced by your write method from part 1. In other words, the input for this part is the output you produced in part 1. You are using your own output to recreate the tree. For this second part, the frequencies are irrelevant because the tree has already been constructed once, but you are using the same node class as before. You can set all of the frequencies to some standard value like 0 or -1 for this part.

Remember that the standard format was a series of pairs of lines where the first line has an integer representing the character's integer value and the second line has the code to use for that character. You might be tempted to call nextInt() to read the integer and nextLine() to read the code, but remember that
mixing token-based reading and line-based reading is not simple. Here is an alternative that uses a method called parseInt in the Integer class that allows you to use two successive calls on nextLine():

```
int n = Integer.parseInt(input.nextLine());
String code = input.nextLine();
```

For the decoding part, you have to read a BitInputStream. This is a special class that Stuart wrote that works in conjunction with another class called BitOutputStream. They each have a very simple interface. They allow you to write and read compact sequences of bits.

The only method you'll use for BitInputStream is the following which returns the next bit from the file:

```
public int readBit()
```

Your method is doing the reverse of the encoding process. It is reading sequences of bits that represent encoded characters and it is figuring out what the original characters must have been. Your method should start at the top of your tree and should read bits from the input stream, going left or right depending upon whether you get a 0 or 1 from the stream. When you hit a leaf node, you know you've found the end of an encoded sequence. At that point, you should write the integer code for that character to the output file. In doing so, call this method from the PrintStream class:

```
public void write(int b)
```

You don't need to cast to char. You just write the integer for this particular character (the value between 0 and 255 that is stored in this leaf). Once you've written this character's integer, you go back to the top of your tree and start over, reading more bits and descending the tree until you hit a leaf again. At that point you write again, go back to the top of the tree, read more bits and descend until you hit a leaf, then write the leaf, go back to the top of the tree, and so on.

Recognizing the end of the input is tricky. Remember that we introduced a pseudo-eof character with a special value (256). The Encode program will write exactly one occurrence of this character at the end of the file. At some point your decoding method will come across this eof character. At that point it should stop decoding. It should not write this integer to the PrintStream because it isn't actually part of the original file. The eof value will be 256 for this particular program, but your code isn't supposed to depend on this specific value, which is why it is passed to your decode method as the third parameter.

If you fail to recognize the pseudo-eof character, you might end up accidentally reading past the end of the bit stream. When that happens, the readBit method returns a value of -1 . So if you see a value of -1 appearing, it's because you've read too far in the bit stream.

You will have to be careful if you use recursion in your decode method. Java has a limit on the stack depth you can use. For a file like hamlet.txt, there are hundreds of thousands of characters to decode. That means it would not be appropriate to write code that requires a stack that is hundreds of thousands of levels deep. You might be forced to write some or all of this using loops to make sure that you don't exceed the stack depth.

You should include Encode.java, Decode.java, BitInputStream.java and BitOutputStream.java in the same directory as your other program files. The zip file for the assignment includes encoded versions of the sample files called short.short and hamlet.short. Your Decode program should be able to take one of these files and the corresponding code file to reconstruct the original file.

You are being given two data files for this assignment called short.txt and hamlet.txt. The file short.txt is a short input file suitable for preliminary testing. The file hamlet.txt contains the full text of Shakespeare's play Hamlet.

In terms of correctness, your class must provide all of the functionality described above. In terms of style, we will be grading on your use of comments, good variable names, consistent indentation and good coding style to implement these operations. Remember that you will lose points if you declare variables as data fields that can instead be declared as local variables. You should also avoid extraneous cases (e.g., don't make something into a special case if it doesn't have to be). Your HuffmanNode should have at least two constructors and should include only constructors that are actually used in the HuffmanTree code.

The table below describes the naming conventions we use for the files involved in this assignment.

| Extension | Example | Description |
| :---: | :---: | :---: |
| .txt | hamlet.txt | Original text file |
| .code | hamlet.code | List of codes to use |
| .short | hamlet.short | Compressed file (binary-not human readable) |
| .new | hamlet.new | Decompressed file (should match the original) |

You should name your files HuffmanNode.java and HuffmanTree.java and you should turn it in electronically from the "homework" link on the class web page. A collection of files needed for the assignment is included on the web page as ass10.zip. You will need to have MakeCode.java, Encode.java and Decode.java in the same directory as your files in order to run them. The zip file will also include the sample data files (short.txt and hamlet.txt) along with their code files (short.code and hamlet.code). The code files will also be available with the output comparison tool on the class web page.

It can be challenging to debug the decoding part of the assignment because the encoded files are not readable in a normal text editor and because the character boundaries are not obvious. Below is a list of the bits from short.short with character boundaries indicated using square brackets and with the actual character included after its code inside the brackets.

```
[1110t][10000h][0000i][1011s][110 ][0000i][1011s][110 ][0100a][110 ][1011s][10000h]
[1010o][0101r][1110t][110 ][0000i][0010n][10010p][111101u][1110t][110 ][111100f][00
00i][00011][011e][110 ][0011c][1010o][1000100m][10010p][1010o][1011s][011e][10011d]
[110 ][011e][0010n][1110t][0000i][0101r][011e][00011][111110y][110 ][1010o][111100f
][110 ][1011s][10010p][0100a][0011c][011e][1011s][110 ][0100a][0010n][10011d][110 ]
[00011][10100][1000101w][011e][0101r][0011c][0100a][1011s][011e][110 ][00011][011e]
[1110t][1110t][011e][0101r][1011s][1111111\r][100011\n][0100a][0010n][10011d][110 ]
[011e][0010n][10011d][110 ][1010o][111100f][110 ][00011][0000i][0010n][011e][110 ][
0011c][10000h][0100a][0101r][0100a][0011c][1110t][011e][0101r][1011s][110 ][1110t][
1010o][110 ][10000h][011e][00011][10010p][110 ][111110y][1010o][111101u][110 ][1110
t][011e][1011s][1110t][110 ][111110y][1010o][111101u][0101r][110 ][0011c][10100][10
011d][011e][1111111\r][100011\n][1111110eof]
```

