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We consider the following problem: what is the amount of
communication required to compute a query in parallel on
p servers, over a large input database? To study this prob-
lem we define a variant of Valiant’s BSP model [10], called
the Massively Parallel Communication (MPC) model, where
servers are infinitely powerful and where the cost is measured
in terms of the maximum communication per server, and the
number of rounds. Query evaluation in this model has been
studied for full conjunctive queries in [6,7,9]. The model is
similar to the MapReduce model of computation, where full
conjunctive queries were studied in [1-4].

This tutorial presents parallel algorithms for conjunctive
queries and proves lower bounds, under various settings. Us-
ing Atserias, Grohe, and Marx’ (AGM) upper bound on the
query size [5] one can derive a lower bound for the MPC
model expressed in terms of the fractional edge covering
number of the query’s hypergraph, however, no matching
algorithm is known for this bound. All algorithms are based
on Afrati and Ullman’s Shares algorithm for the MapRe-
duce model [4], called the HyperCube algorithm for the MPC
model [6]. The algorithm is based on partitioning the input
data using randomized hash functions, and requires the data
to be skew-free to ensure uniform partitioning.

We will start by discussing the case when the computa-
tion is limited to a single round of communication. In this
case, if the data is skew-fee, then a tight bound is given in
terms of the fractional vertex (not edge!) covering number of
the query’s hypergraph, and this result can be extended to
skewed input data. Next, we consider the multi-round case.
Here, the key algorithmic ingredient is a technique that uses
additional rounds in order to handle skewed values in the
data. Using this technique it has been shown recently [§]
that the tight bound for evaluating a query where all rela-
tions have arity at most two is given by the general bound
derived from the AGM inequality. The case when the in-
put relations have arbitrary arities remains open; it is not
known whether this bound is given in terms of fractional
edge cover, or the fractional vertex cover.
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