
CSEP 573: Applications of Artificial Intelligence 
 

Homework Assignment #3 
 

Due: In class on Monday, March 1, 2010 
 

Turn-in procedure:  Bring a hardcopy containing your answers to class on March 1.  
Make sure you write your name on the hardcopy. 
If you are unable to make it to class, use the dropbox: 
https://catalysttools.washington.edu/collectit/dropbox/afriesen/8677  
and submit your answers before class time on March 1. Use the naming convention 
HW3_<LastnameFirstname> for your file(s). 

 
Reading: Sections 15.1 & 15.2 and Chapter 18 in AIMA (2nd/3rd ed.)  
 

Problems: 
 

1. [30 points for a and b] Bayesian Filtering. Consider the umbrella/rain 
example in the textbook with the probabilities given in Fig. 15.2. We know 
the director came with an umbrella both yesterday and the day before. 
Suppose the director walks in today without an umbrella. Assuming we started 
out with a uniform distribution for rain two days ago, 

a. What is the probability that it is raining today?  
b. What is the probability that it will rain tomorrow? 
(Hint: The situation for the first two days is already worked out in the 
textbook) 

Optional Extra Credit (10 points each):  
i. Compute the probability that it will rain k days into the future for k = 

1,..,20 and plot the results. What value does the probability appear to 
be converging to?  

ii. Prove algebraically that the value in (i) above is a fixed point for the 
predicted rain distribution. 

 
 

2. [40 points] Decision Trees. Exercise 18.6 in AIMA (3rd ed.). 
 
3. [30 points] Neural Networks. Exercise 18.22 (all parts)  in AIMA (3rd ed.). 
 
Optional Extra Credit Problem (10 points):  Exercise 18.17 in AIMA (3rd ed.). 
 
 
 

Next two pages contain scans from AIMA (3rd ed.)  
[for those who have AIMA 2nd ed. only] 



 

 

 



 
 

Extra credit: 

 
 


