
Chapter 7
From Viewstamped Replication to Byzantine
Fault Tolerance

Barbara Liskov

Abstract The paper provides an historical perspective about two replication proto-
cols, each of which was intended for practical deployment. The first is Viewstamped
Replication, which was developed in the 1980’s and allows a group of replicas to
continue to provide service in spite of a certain number of crashes among them.
The second is an extension of Viewstamped Replication that allows the group to
survive Byzantine (arbitrary) failures. Both protocols allow users to execute general
operations (thus they provide state machine replication); both were developed in the
Programming Methodology group at MIT.

7.1 Introduction

This paper describes two replication algorithms. The first, Viewstamped Replica-
tion, was developed in the 1980’s; it handles failures in which nodes fail by crash-
ing. The second, PBFT (for “Practical Byzantine Fault Tolerance”), was developed
in the late 1990’s and handles Byzantine failures in which failed nodes can behave
arbitrarily and maliciously. Both replication techniques were developed in my re-
search group, the Programming Methodology Group at the Massachusetts Institute
of Technology.

The paper has three goals:

• To describe Viewstamped Replication. The protocol is not very complex but this
was not evident in the papers that described it since they presented it in the con-
text of specific applications that used it. The goal in this paper is to strip out the
extra information and focus on the basics of the protocol.

• To show how PBFT is based on Viewstamped Replication. I believe that because
my group had developed Viewstamped Replication, we were in an advantageous
position relative to other groups when it came to working on replication tech-
niques that survived Byzantine failures. Furthermore, PBFT can be viewed as an
extension of Viewstamped Replication; the paper shows how this works.

• To provide some historical information about what was happening when these
two protocols were invented.
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7.2 Prehistory

I began work in distributed computing in about 1980. Prior to that time I had been
working on data abstraction [21, 22] and the design of the CLU programming lan-
guage [20]. In the work on CLU I decided to focus on sequential programs since
there seemed to be enough other things to worry about. The work on CLU led to
the invention of a number of novel programming language constructs in addition to
support for data abstraction, including support for parametric polymorphism, itera-
tion abstraction, and exception handling. However, the design of CLU ignored all
issues of concurrency.

I always intended to return to consideration of concurrency when the design of
CLU was complete. However, when this happened in the late 1970’s, distributed
computing had become a possibility. At that point the Internet existed and it was
being used to send email and do file transfer. Additionally, it was hoped that the
Internet could be used to run applications distributed over many machines, but there
was little understanding of how that could be accomplished.

Therefore, I decided to focus on distributed computing rather than thinking just
about parallel programs that ran on a single machine. I started a project to define a
programming language for use in building distributed implementations. This work
led to the invention of a programming language and system called Argus [17, 19].

Argus was an object-oriented language. Its programs were composed of objects
called guardians, which provided operations called handlers. Each guardian ran
entirely on one machine. However a computation running in one guardian could
transfer control to another by making a handler call; these calls were one of the
early examples of remote procedure calls.

Additionally, Argus ran computations as atomic transactions. A transaction
started in some guardian, perhaps in response to input from a user. The execution
of the transaction could include remote handler calls, and these in turn might do
further remote calls. At the end, the transaction either committed, in which case all
modifications at all guardians had to be installed, or it aborted, in which case all its
modifications were undone. Additionally there could be many transactions running
in parallel, and Argus ensured that they did not conflict. In other words it provided
serializability for transactions.

One of our concerns in Argus was ensuring that effects of committed transactions
survived even in the presence of failures. Clearly one way to achieve this is to record
these effects on a stable storage medium, such as a disk, as part of committing
the transactions. However, that approach only ensures that modifications will not
be lost. It does not provide availability since there could be times when clients
are unable to access the information; in fact clients could see less availability over
what they could obtain by storing the information on their own machine since a
failure of either the client machine or the machine that stored the information would
make the information unavailable. Additionally, distributed computing provides the
possibility of better availability for clients: with enough replicas we could ensure
that the service would always be available with high probability.
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The question then became how to achieve a correct and efficient replication pro-
tocol. This concern led to the development of Viewstamped Replication.

7.3 Viewstamped Replication

Viewstamped Replication, which I will refer to as VR from now on, was invented
by Brian Oki and myself. The goal was to support a replicated service, running on
a number of replicas. The service maintains a state, and makes that state accessible
to a set of client machines.

VR was intended from the outset to satisfy two goals. The first was to provide
a system where the user code running on the client machines could be unaware
that it was dealing with a replicated service. As far as this code was concerned it
was interacting with a service provided by a single server, albeit one that was more
available than one might expect if the service ran on a single machine. Thus we
required that the effect of running operations against the service be identical to what
would happen if there were just one copy of the information [27, 2].

The second goal for VR was to provide state machine replication [13, 30]: clients
could run general operations to observe and modify the service state. An alterna-
tive to state machine replication is to provide clients only the ability to read and
overwrite individual words or blocks. To illustrate the difference between these two
approaches, consider a banking system that provides operations to deposit and with-
draw money from an account, as well as operations to observe an account balance
and to transfer money from one account to another. These operations typically in-
volve both reads and writes of the system state. State machine replication allows the
banking system to be implemented directly: the replicated service provides opera-
tions to deposit, withdraw, etc. If only reads and writes are provided, the operations
and the synchronization of concurrent requests must be implemented by the appli-
cation code. Thus state machine replication provides more expressive power than
the alternative, and simplifies what application code needs to do. The decision to
support state machine replication meshed with the goal of Argus to make it easier
to implement applications.

State machine replication requires that replicas start in the same initial state, and
that operations be deterministic. Given these assumptions, it is easy to see that repli-
cas will end up in the same state if they execute the same sequence of operations.
The challenge for the replication protocol is to ensure that operations execute in the
same order at all replicas in spite of failures.

VR was developed under the assumption that the only way nodes fail is by
crashing: we assumed that a machine was either functioning correctly or it was
completely stopped. We made a conscious decision to ignore Byzantine failures,
in which nodes can fail arbitrarily, perhaps due to an attack by a malicious party.
At the time, crashes happened fairly frequently and therefore they seemed the most
important to cope with. Additionally, the crash model is simpler to handle than the
Byzantine model, and we thought we had enough to deal with trying to invent a
replication method for it.
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VR was intended to work in an asynchronous network, like the Internet, in which
the non-arrival of a message indicates nothing about the state of its sender. We as-
sumed that messages might be lost, delivered late or out of order, and delivered more
than once; however, we assumed that if sent repeatedly a message would eventually
be delivered. Messages might be corrupted in transit, but we assumed we could dis-
tinguish good and bad messages, e.g., through checksums. We did not consider a
malicious party that controls the network and therefore we did not think about the
need to use cryptography to prevent spoofing.

Brian and I began working on replication in the fall of 1985. Brian completed his
Ph.D. thesis in May 1988 [26] and a paper on our approach appeared in PODC in
August 1988 [25]. These papers explained replication within the context of support
for distributed transactions. In this paper I focus on just the replication protocol and
ignore the details of how to run transactions. The description of VR provided here
is very close to what appeared in 1988; I discuss the differences in Section 7.5.1.

A later project on the Harp file system applied VR to building a highly available
file system. A paper on Harp appeared in SOSP in 1991 [18]. The Harp project
extended VR to provide efficient recovery of failed replicas. It also introduced two
important optimizations, to speed up the processing of read operations, and to reduce
the number of replicas involved in normal case execution.

The work on VR occurred at about the same time as the work on Paxos [14, 15]
and without knowledge of that work.

The papers on VR and Harp distinguished what was needed for replication from
what was needed for the application (transaction processing in VR, a file system
in Harp), but in each case a specific application was also described. In this paper I
focus on VR as a generic replication service, independent of the application.

7.3.1 Replica Groups

VR ensures reliability and availability when no more than a threshold of f replicas
are faulty. It does this by using replica groups of size 2 f + 1; this is the minimal
number of replicas in an asynchronous network under the crash failure model. The
rationale for needing this many replicas is as follows. We have to be able to carry
out a request without f replicas participating, since those replicas might be crashed
and unable to reply. However, it is possible that the f replicas we didn’t hear from
are merely slow to reply, e.g., because of congestion in the network. In this case up
to f of the replicas that processed the operation might fail after doing so. Therefore
we require that at least f + 1 replicas participate in processing the operation, since
this way we can guarantee that at least one replica both processed the request and
didn’t fail subsequently. Thus the smallest group we can run with is of size 2 f + 1.

The membership of the replica group was fixed in VR. If a replica crashed, then
when it recovered it rejoined the group and continued to carry out the replication
protocol.
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7.3.2 Architecture

The architecture for running VR is presented in Figure 7.1. The figure shows some
client machines that are using VR, which is running on 3 replicas; thus f = 1 in
this example. Client machines run the user code on top of the VR proxy. The user
code communicates with VR by making operation calls to the proxy. The proxy then
communicates with the replicas to cause the operation to be carried out and returns
the result to the client when the operation has completed.

The replicas run code for the service that is being replicated using VR, e.g., the
banking service. The replicas also run the VR code. The VR code accepts requests
from client proxies, carries out the protocol, and when the request is ready to be
executed, causes this to happen by making an up-call to the service code at the
replica. The service code executes the call and returns the result to the VR code,
which sends it in a message to the client proxy that made the request.

Fig. 7.1 VR Architecture; the figure shows the configuration when f = 1.

7.3.3 Approach

One key requirement for a replication protocol is to ensure that every operation
executed by the replica group survives into the future in spite of up to f failures.
The second key requirement is providing a means to handle concurrent client oper-
ations. State machine replication requires a single total ordering of client requests;
the challenge is to ensure this when client requests are made concurrently.

Very early in our work on VR, we settled on an approach to replication that uses
a primary. The primary is just one of the replicas, but it has a special responsibility:
it decides on the order for client requests. This way we provide an easy solution to
the ordering requirement. Additionally the primary executes the client request and
returns the result to the client, but it does this only after at least f + 1 replicas (in-
cluding itself) know about the request. Thus we ensure that no matter what happens
in the future, at least one non-faulty replica knows about the request.
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The downside of having a primary, however, is that it might fail, yet the protocol
needs to continue. Furthermore the continuation must be a legal extension of what
happened in the past: the state of the system must reflect all client operations that
were previously executed, in the previously selected order.

Our solution to the problem of a faulty primary is to allow different replicas to
assume this role over time. The system moves through a sequence of views. In each
view one of the replicas is selected to be the primary. The other replicas monitor the
primary, and if it appears to be faulty, they carry out a view change protocol to select
a new primary.

Thus VR consists of three protocols, to handle processing of requests, view
changes, and also node recovery. These protocols are described in the next section.

7.4 The VR Protocol

This section describes how VR works.
Figure 7.2 shows the state of the VR layer at a replica. The identity of the primary

isn’t recorded in the state but rather is computed from the view-number; the primary
is chosen round-robin, starting with replica 1, as the system moves to new views.
A status of normal indicates the replica is handling client requests; this case is dis-
cussed in Section 7.4.1. A status of view-change indicates a replica is engaged in
carrying out the view change protocol, which is discussed in Section 7.4.2. A node
that has crashed and recovered has a status of recovering while it interacts with the
other replicas to find out what happened while it was failed; recovery is discussed
in Section 7.4.3.

The client-side proxy also has state. It records the configuration and what it be-
lieves is the current view-number, which allows it to know which replica is currently
the primary. In addition it records its own client-id and a count of the number of re-
quests it has made. A client is allowed to have only a single outstanding request at a
time. Each request is given a number by the client and later requests must have larger
numbers than earlier ones. The request number is used by the replicas to avoid run-
ning requests more than once and therefore if a client crashes and recovers it must
start up with a number larger than what it had before it failed; otherwise its request
will be ignored. The request number is also used by the client to discard duplicate
responses to its requests.

Every message sent to the client informs it of the current view-number; this al-
lows the client to track the primary. Every message sent from one replica to another
contains the view-number known to the sender. Replicas only process messages that
match the view-number they know. If the sender has a smaller view-number, the
receiver discards the message but sends a response containing the current view-
number. If the sender is ahead, the replica performs a state transfer: it requests
information it is missing from the other replicas and uses this information to bring
itself up to date before processing the message.
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• The configuration, i.e., the IP address and replica number for each of the 2 f + 1 replicas.
The replicas are numbered 1 to 2 f +1. Each replica also knows its own replica number.

• The current view-number, initially 0.
• The current status, either normal, view-change, or recovering.
• The op-number assigned to the most recently received request, initially 0.
• The log. This is an array containing op-number entries. The entries contain the requests that

have been received so far in their assigned order.
• The client-table. This records for each client the number of its most recent request, plus, if

the request has been executed, the result sent for that request.

Fig. 7.2 VR state at a replica.

7.4.1 Normal Operation

This section describes how VR works when the primary isn’t faulty. The protocol
description assumes that the status of each participating replica is normal, i.e., it is
handling client requests; this assumption is critical for correctness as discussed in
Section 7.4.2.

The protocol description assumes the client and all the participating replicas are
in the same view; nodes handle different view numbers as described above. The de-
scription ignores a number of minor details, such as re-sending requests that haven’t
received responses. It assumes that each client request is a new one, and ignores
suppression of duplicates. Duplicates are suppressed using the client-table, which
allows old requests to be discarded, and the response for the most recent request to
be re-sent.

The request processing protocol works as follows:

1. The client sends a 〈REQUEST op, c, s, v〉message to the primary, where op is the
operation (with its arguments) the client wants to run, c is the client-id, s is the
number assigned to the request, and v is the view-number known to the client.

2. When the primary receives the request, it advances op-number and adds the re-
quest to the end of the log. Then it sends a 〈PREPARE m, v, n〉 message to the
other replicas, where m is the message it received from the client, n is the op-
number it assigned to the request, and v is the current view-number.

3. Non-primary replicas process PREPARE messages in order: a replica won’t ac-
cept a prepare with op-number n until it has entries for all earlier requests in its
log. When a non-primary replica i receives a PREPARE message, it waits until it
has entries in its log for all earlier requests (doing state transfer if necessary to
get the missing information). Then it adds the request to the end of its log and
sends a 〈PREPAREOK v, n, i〉 message to the primary.

4. The primary waits for f PREPAREOK messages from different replicas; at this
point it considers the operation to be committed. Then, after it has executed all
earlier operations (those assigned smaller op-numbers), the primary executes the
operation by making an up-call to the service code, and sends a 〈REPLY v, s,
x〉 message to the client; here v is the view-number, s is the number the client
provided in the request, and x is the result of the up-call.
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5. At some point after the operation has committed, the primary informs the other
replicas about the commit. This need not be done immediately. A good time to
send this information is on the next PREPARE message, as piggy-backed infor-
mation; only the op-number of the most recent committed operation needs to be
sent.

6. When a non-primary replica learns of a commit, it waits until it has executed
all earlier operations and until it has the request in its log. Then it executes the
operation by performing the up-call to the service code, but does not send the
reply to the client.

Figure 7.3 shows the phases of the normal processing protocol.

Fig. 7.3 Normal case processing in VR for a configuration with f = 1.

The protocol could be modified to allow non-primary replicas to process PREPARE

messages out of order in Step 3. However there is no great benefit in doing things
this way, and it complicates the view change protocol. Therefore VR processes PRE-
PARE messages in op-number order.

The protocol need not involve any writing to disk. For example, replicas do not
need to write the log to disk when they add the operation to the log. This point is
discussed further in Section 7.4.3.

7.4.2 View Changes

View changes are used to mask failures of the primary.
Non-primary replicas monitor the primary: they expect to hear from it regularly.

Normally the primary is sending PREPARE and COMMIT messages, but if it is idle
(due to no requests) it sends pings. If a timeout expires without communication (and
after some retries), the replicas carry out a view change to switch to a new primary.
Additionally, if the client receives no reply to a request, it resends the request to all;
this way it learns about the new view, and also prompts the new primary to send it
the reply.

The correctness condition for view changes is that every operation that has been
executed by means of the up-call to the service code at one of the replicas must
survive into the new view in the order selected for it at the time it was executed.
This up-call is usually done at the old primary first, and the replicas carrying out
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the view change may not know whether the up-call occurred. However, the up-call
occurs only for committed operations. This means that the primary has received at
least f PREPAREOK messages from other replicas, and this in turn implies that the
operation has been recorded in the logs of at least f + 1 replicas (the primary and
the f replicas that sent the PREPAREOK messages).

Therefore the view change protocol must obtain information from the logs of at
least f + 1 replicas. This is sufficient to ensure that all committed operations will
be known, since each must be recorded in at least one of these logs. Operations that
had not committed might also survive, but this is not a problem: it is beneficial to
have as many operations survive as possible.

However, it’s impossible to guarantee that every client request that was preparing
when the view change occurred makes it into the new view. For example, operation
25 might have been preparing when the view change happened, but none of the
replicas that knew about it participated in the view change protocol and as a result
the new primary knows nothing about operation 25 and might assign this number
to a different operation. However if two operations are assigned the same number,
how can we ensure that the right one is executed at that point in the order?

To solve this problem, we introduced the notion of a viewstamp. A viewstamp is
a pair 〈view-number, op-number〉, with the natural order: the view-number is consid-
ered first, and then the op-number for two viewstamps with the same view-number.
Operations are assigned viewstamps: each operation processed by the primary of
view v has a viewstamp with that view number, and we associate a viewstamp with
every entry in the log. VR guarantees that viewstamps are unique: different client
requests are never assigned the same viewstamp. Should a replica receive informa-
tion about two different operations with the same op-number it retains the operation
with the higher viewstamp.

VR got its name from these viewstamps.
Viewstamps are used in the view change protocol, which works as follows. Again

the presentation ignores minor details having to do with filtering of duplicate mes-
sages and with re-sending of messages that appear to have been lost.

1. A replica i that suspects the primary is faulty advances its view-number, sets its
status to view-change, and sends a 〈DOVIEWCHANGE v, l, k, i〉 to the node that
will be the primary of the next view (recall that the identity of the primary can be
determined from the view number). Here v is its view-number, l is the replica’s
log, and k is the op-number of the latest committed request known to the replica.

2. When the new primary receives f + 1 of these messages from different replicas,
including itself, it selects as the new log the most recent of those it received in
these messages: this is the one whose topmost entry has the largest viewstamp.
It sets the op-number to that of the latest entry in the new log, changes its status
to normal, and informs the other replicas of the completion of the view change
by sending a 〈STARTVIEW v, l, k〉 message, where l is the new log and k is the
op-number of the latest committed request it heard about in the responses.

3. The new primary executes (in order) any committed operations that it hadn’t
executed previously, sends the replies to the clients, and starts accepting client
requests.
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4. When other replicas receive the STARTVIEW message, they replace their log with
that in the message, set their op-number to that of the latest entry in the log, set
their view-number to the view number in the message, and change their status to
normal. Then they continue the protocol for all operations not yet known to be
committed by sending PREPAREOK messages for these operations.

A view change may not succeed, e.g., because the new primary fails. In this case the
replicas will start a further view change, with yet another primary.

To avoid storing a viewstamp in every log entry, VR maintained this informa-
tion in an auxiliary view-table. The view-table contained for each view up to and
including the current one the op-number of the latest request known in that view.

The view-table can be used to improve the performance of the view change pro-
tocol. The protocol described above is costly because the DOVIEWCHANGE and
STARTVIEW messages contain the full log and therefore are large. The cost can be
greatly reduced by sending only a suffix of the log in the messages. To send less
than the full log, however, requires a way to bring a replica that has missed some
earlier view changes up to date. That replica may have requests in its log that were
renumbered in subsequent view changes that it didn’t participate in. The view-table
can be used to quickly determine which of its log entries need to be replaced; then
it can be brought up to date by providing it with the requests it is missing.

The view table can also be used during state transfer to identify the information
needed to bring the replica up to date.

Correctness

Safety. The correctness condition for view changes is that every committed opera-
tion survives into all subsequent views in the same position in the serial order. This
condition implies that any request that had been executed retains its place in the
order.

Clearly this condition holds in the first view. Assuming it holds in view v, the
protocol will ensure that it also holds in the next view, v’. The reasoning is as fol-
lows:

Normal case processing ensures that any operation o that committed in view v is
known to at least f + 1 replicas, each of which also knows all operations ordered
before o, including (by assumption) all operations committed in views before v. The
view change protocol starts the new view with the most recent log received from
f +1 replicas. Since none of these replicas accepts PREPARE messages from the old
primary after sending the DOVIEWCHANGE message, the most recent log contains
the latest operation committed in view v (and all earlier operations). Therefore all
operations committed in views before v′ are present in the log that starts view v′ in
their previously assigned order.

It’s worth noting that it is crucial that replicas stop accepting PREPARE messages
from earlier views once they start the view change protocol. Without this constraint
the system could get into a state in which there are two active primaries: the old
one, which hasn’t failed but is merely slow or not well connected to the network,
and the new one. If a replica sent a PREPAREOK message to the old primary after
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sending its log to the new one, the old primary might commit an operation that the
new primary doesn’t learn about in the DOVIEWCHANGE messages.

Liveness. The protocol executes client requests provided a group of at least f +1
non-failed replicas is able to communicate. This follows because if the replicas are
unable to execute the client request in the current view, they will move to a new
one. Replicas monitor the primary and start a view change if the primary is un-
responsive. Furthermore, once a node has advanced its view-number it no longer
accepts messages from older views; instead it informs senders in older views about
the new view. This in turn causes those replicas to advance their view-number and
to take steps to move to that view. As a result the new primary will receive enough
DOVIEWCHANGE messages to enable it to start the next view. And once this hap-
pens it will be able to carry out client requests. Additionally, clients send their re-
quests to all replicas if they don’t hear from the primary, and thus learn about new
views and cause requests to be executed in a later view if necessary.

More generally liveness depends on properly setting the timeouts used to deter-
mine whether the primary is faulty so as to avoid unnecessary view changes.

7.4.3 Recovery

VR assumes a fixed group of replicas. When a replica recovers after a crash it rejoins
the system, so that it can start acting as one of the group members again. A replica
is considered to be failed from the moment it crashes until the moment when it is
ready to rejoin the group.

If nodes record their state on disk before sending messages, a node will be able
to rejoin the system immediately. The reason is that in this case a recovering node
is the same as a node that has been unable to communicate for some period of time:
its state is old but it hasn’t forgotten anything it did before. However, running the
protocol this way is unattractive since it adds a delay to normal case processing: the
primary would need to write to disk before sending the PREPARE message, and the
other replicas would need to write to disk before sending the PREPAREOK response.

Furthermore, it is unnecessary to do the disk write because the state is also stored
at the other replicas and can be retrieved from them, using a recovery protocol.
Retrieving state will be successful provided replicas are failure independent, i.e.,
highly unlikely to fail at the same time. If all replicas were to fail simultaneously,
state will be lost if the information on disk isn’t up to date; with failure independence
a simultaneous failure is unlikely. Failure independence can be accomplished by
placing the replicas at different geographical locations to avoid loss of availability
when there is a power failure or some local problem like a fire.

VR assumed failure independence and did not require writing to disk during
normal case processing. Instead it wrote to disk during the view change. This section
describes a recovery protocol that assumes the disk write during a view change. A
protocol that requires no disk writes even during the view change is described in
Section 7.4.3.

Each replica has non-volatile state consisting of the configuration and the view-
number of the latest view it knows; the rest of the state, e.g., the log, is volatile.
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The view change protocol is modified slightly, to update the view-number on
disk. A non-primary replica does the disk write before sending its log in the
DOVIEWCHANGE message and the primary does the disk write before sending the
STARTVIEW message to the other replicas.

When a node recovers it reads the non-volatile information from disk and sets
its status to recovering. It also computes a starting view-number: this is what it read
from disk, except that if it would be the primary of this view, it advances this number
by one. Then it carries out the recovery protocol.

While a replica’s status is recovering it does not participate in either the request
processing protocol or the view change protocol.

The recovery protocol is as follows:

1. The recovering replica, r, sends a 〈RECOVERY v, r〉message to all other replicas,
where v is its starting view-number.

2. A replica i replies to a RECOVERY message only when its status is normal, its
view-number ≥ v, and it is the primary of its view. In this case the replica sends
a 〈RECOVERYRESPONSE v, l, k, i〉 message to the recovering replica, where v is
its view-number, l is its log, and k is the latest committed request.

3. The recovering replica waits to receive a RECOVERYRESPONSE message. Then
it updates its state using the information in the message. It writes the new view-
number to disk if it is larger than what was stored on disk previously, changes its
status to normal, and the recovery protocol is complete. The replica then sends
PREPAREOK messages for all uncommitted requests.

The protocol just described is expensive because logs are big and therefore the mes-
sages are big. A way to reduce this expense is discussed in Section 7.5.6.

Correctness

The recovery protocol is correct because it guarantees that when a recovering replica
changes its status to normal it does so in a state at least as recent as what it knew
when it failed. This condition is sufficient to ensure that any action the replica took
before it fails, such as sending a DOVIEWCHANGE message, will be reflected in its
state.

The reason why the condition holds is because the recovering replica always
starts up in a view at least as recent as the view it was in when it failed, and it gets
its state from the primary of that view, which ensures it learns the latest state of the
view. In more detail, there are three cases of interest:

1. If before it failed the replica had just sent a PREPAREOK response to a PREPARE

message, when it recovers it will either hear from the primary that sent that PRE-
PARE message, or from the primary of a later view. In the former case, the log
it receives will include the operation it sent a PREPAREOK message for previ-
ously. In the latter case, the log will reflect a later state that takes account of its
PREPAREOK message if it mattered, i.e., if it led to a commit.
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2. If before it failed the replica had just sent a DOVIEWCHANGE message contain-
ing its log, when it recovers it will either hear from the primary of that view,
or from the primary of a later view. In the former case it will receive a log that
takes account of its message if it was used by the primary; in the latter case, it
will receive a log that reflects a later state that takes account of its message if it
mattered for moving to the later view.

3. If before it failed the node had just sent a RECOVERYRESPONSE message then
it was the primary when it failed and therefore when it recovers it will hear from
a primary of a later view. The log it receives from this primary will reflect a later
state that takes account of this RECOVERYRESPONSE message if it mattered for
moving to the later view.

Avoiding Non-volatile Storage

It is possible to avoid any use of non-volatile storage during the protocol. This can
be accomplished by adding a “pre-phase” to the view change protocol:

1. A replica i that notices the need for a view change advances its view-number, sets
its status to view-change, and sends a 〈STARTVIEWCHANGE v, i〉message to the
other replicas, where v identifies the new view.

2. When replica i receives f + 1 STARTVIEWCHANGE messages from different
replicas, including itself, it sends a 〈DOVIEWCHANGE v, l, k, i〉 message to the
new primary.

After this point the view change protocol proceeds as described previously.
The recovery protocol also needs to be a bit different:

1. The recovering replica, r, sends a 〈RECOVERY r〉 message to all other replicas.
2. A replica i replies to a RECOVERY message only when its status is normal. In

this case the replica sends a 〈RECOVERYRESPONSE v, l, k, i〉 message to the
recovering replica, where v is its view-number. If i is the primary of its view, l is
its log, and k is the latest committed request; otherwise, these values are nil.

3. The recovering replica waits to receive f + 1 RECOVERYRESPONSE messages
from different replicas, including one from the primary of the latest view it learns
of in these messages. Then it updates its state using the information from the
primary, changes its status to normal, and the recovery protocol is complete. The
replica then sends PREPAREOK messages for all uncommitted requests.

This protocol works (in conjunction with the revised view change protocol) because
it is using the volatile state at f + 1 replicas as stable state. When a replica recovers
it doesn’t know what view it was in when it failed and therefore it can’t send this
information in the RECOVERY message. However, when it receives f + 1 responses
to its RECOVERY message, it is certain to learn of a view at least as recent as the
one that existed when it sent its last PREPAREOK, DOVIEWCHANGE, or RECOV-
ERYRESPONSE message.
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7.5 Discussion of VR

7.5.1 Differences from the Original

The protocol described in the previous section is close to what was described in the
VR papers, but there are a few differences. In all cases, the technique described here
was adopted from our later work on Byzantine fault tolerance.

First, in the original protocol only replicas that participated in the view change for
a particular view were considered to be in that view. This means that view changes
happened more frequently than in the protocol described in this paper. In the proto-
col described here, view changes happen only to mask a failed primary (or a primary
that appears to be failed, but is merely slow or has trouble communicating). In the
original protocol, a view change was also needed when a non-primary replica failed
or became partitioned from the group, and another view change was needed when
the replica recovered or the partition healed.

Second, in the original protocol the primary was chosen differently. Rather than
being selected deterministically based on the view-number, as discussed here, it was
chosen at the end of the view change to be the replica with the largest log. This
allowed the old primary to continue in this role in view changes that were run for
other reasons than failure of the primary.

Third, in the original protocol, replicas competed to run a view change. Several
replicas might be running the protocol at once; each of them collected state infor-
mation from the other replicas and since they might end up with a different initial
state for the next view, there had to be a way to choose between them. The approach
presented in this paper takes advantage of our way of choosing the primary (using
just the view-number) to avoid this problem by having the primary of the next view
determine the initial state of the view.

A final point is that in the original protocol, replicas exchanged “I’m alive” mes-
sages. These exchanges allowed them to notice failures of other replicas and thus do
view changes; they were needed because a failure or recovery of any replica led to a
view change. The protocol described here instead depends on the client sending to
all replicas when it doesn’t get a response.

7.5.2 Two-Phase Commit

Clearly VR was heavily influenced by the earlier work on two-phase commit [10].
Our primary is like the coordinator, and the other replicas are like the participants.
Furthermore the steps of the protocol are similar to those in 2PC and even have
names (prepare, commit) that come from 2PC. However, unlike in two-phase com-
mit, there is no window of vulnerability in VR: there is never a time when a failure of
the primary prevents the system from moving forward (provided there are no more
than f simultaneous failures). In fact, VR can be used to replicate the coordinator
of two-phase commit in order to avoid this problem.
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7.5.3 Optimizations

Latency

As illustrated in Figure 7.3, the VR protocol requires four message delays to process
operations. This delay can be reduced for both read operations that observe but do
not modify the state and update operations that both observe and modify the state.

Read Operations. The paper on Harp [18] proposed a way to reduce the delay to
two messages for reads. The primary immediately executed such a request by mak-
ing an up-call to the service code, and sent the result to the client, without any com-
munication with the other replicas. This communication is not needed because read
operations don’t modify state and therefore need not survive into the next view. This
approach not only reduced the latency of reads (to the same message exchange that
would be needed for a non-replicated service); it also reduced bandwidth utiliza-
tion and improved throughput since PREPARE messages for read operations didn’t
need to be sent to the other replicas (although it isn’t clear that Harp took advantage
of this).

However, executing read operations this way would not be correct if it were pos-
sible that a view change had occurred that selected a new primary, yet the old one
didn’t know about this. Such a situation could occur, for example, if there were a
network partition that isolated the old primary from the other replicas, or if the old
primary were overloaded and stopped participating in the protocol for some period
of time. In this case the old primary might return a result for the read operations
based on old state, and this could lead to a violation of external consistency [9]. To
prevent this violation, Harp used leases: the primary processed reads unilaterally
only if it held valid leases from f other replicas, and a new view could start only
when the leases at all participants in the view change protocol had expired. The
Harp mechanism depended on loosely-synchronized clocks for correctness [24]. In
fact it is easy to see that loosely synchronized clock rates (i.e., assuming a bound on
the skew of the rates at which the clocks tick) are all that is needed.

Updates. One message delay can be removed from operations that modify the ser-
vice state as follows. When a replica receives the PREPARE message, in addition
to sending a PREPAREOK message to the primary it does the up-call (after it has
executed all earlier requests) and sends a reply to the client. The client must wait
for f +1 replies; this way we are certain that the operation has committed since it is
known at this many replicas.

The approach leads to a delay of 3 messages to run an update. The revised proto-
col requires more messages, since the non-primaries must reply to the client (as well
as to the primary). However, these messages can be small: the client can identify a
“preferred” replier, and only this replica needs to send the full reply; the others just
send an ack.

A final point is that reduced latency for updates is possible only with some help
from the service code. The problem is that the update requests are being executed
speculatively, since up-calls are made before the operation commits. Therefore it’s
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possible that a view change will make it necessary to undo the effects of that up-call
on the service state.

The optimization for updates was not proposed in Harp, but instead is based on
later work done on Byzantine-fault tolerance as discussed in Section 7.8.2.

Witnesses

Another innovation in Harp was a way to avoid having all replicas run the service.
In Harp the group of 2 f + 1 replicas included f + 1 active replicas that stored the
system state and executed operations. The other f replicas, which were referred to as
witnesses, did not. The primary was always an active replica. The witnesses didn’t
need to be involved in the normal case protocol at all as long as the f + 1 active
replicas were processing operations. Witnesses were needed for view changes, and
also to fill in for active replicas when they weren’t responding. However most of
the time witnesses could be doing other work; only the active replicas had to be
dedicated to the service.

7.5.4 Performance in the Normal Case

Avoiding disk writes during operation execution provides the opportunity for VR
to outperform a non-replicated service in the case where the message delay to the
replicas is less than the delay due to a disk I/O.

The Harp paper shows this effect. The paper presents results for NFS [29] run-
ning the Andrew benchmark [11] and also Nhfstone [31], for a configuration where
the communication delay between the replicas was about 5 ms. In both cases Harp
was able to do better than an unreplicated system. The paper reports that in addi-
tion the system saturated at a higher load than the unreplicated system did. In these
experiments, the gain came from avoiding synchronous disk I/O in the foreground;
these disk writes are required for update operations done at a single machine by the
NFS specification.

At the time we did the work on Harp, a delay of 5 ms was possible only on a
local area net. Harp ran in such a setting; Harp placed all replicas in the same data
center connected by a local area network. This was not an ideal set up, because, as
mentioned earlier, the replicas ought to be failure independent. The paper on Harp
proposed a partial solution for the failure-independence problem, by handling power
failures. Each replica had an Uninterruptible Power Supply, to allow nodes to write
some information to disk in the case of a power failure. Harp pushed the log to
disk on a regular basis (in the background), so that it would be able to write what
remained in volatile memory to disk in the case of a power failure.

Today we need not sacrifice failure independence to outperform an unreplicated
system. Instead we can place replicas in different data centers to achieve failure
independence, yet still have a communication delay that is smaller than writing to
disk.
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7.5.5 Performance of View Changes

The Harp project also addressed the problem of efficient view changes.
The view change protocol is lightweight: there is only a single message delay

from the time the replicas decide a view change is needed until the new primary
has the state of the new view. After this point the primary can run the protocol for
uncommitted requests and it can accept new requests. However it cannot execute
these requests until it has executed all earlier ones.

Harp ensured that a new primary can start processing new requests with little de-
lay. It accomplished this by having non-primary replicas execute operations eagerly,
so that they were almost up to date when they took over as primary.

7.5.6 State Management

When a replica recovers from a crash it needs to bring itself up to date. The question
is how to do this efficiently.

One way for a replica to recover its state after a crash is to start with the initial
application state and re-run the log from the beginning. But clearly this is not a
practical way to proceed, since the log can get very large, and recovery can take a
long time, even if we eliminate read operations and updates whose modifications
are no longer needed, e.g., modifications of files that were subsequently deleted.

Harp had a more efficient solution that took advantage of non-volatile state at
the replica, namely the state of the service running at the replica. Given this state, it
is only necessary to run the requests in the suffix of the log after the latest request
executed before the replica failed. Doing things this way allowed the size of the
log to be reduced, since only the suffix was needed, and greatly shortened the time
needed to recover.

The solution in Harp was to retain a log suffix large enough to allow any active
replica to recover. (Recall that Harp had f +1 active replicas and f witnesses that did
not store state nor participate in normal processing when the active replicas were not
faulty.) Each active replica tracked when effects of requests made it to disk locally.
As soon as the effects of a request had made it to disk at all active replicas, the
request could be removed from the log. In Harp this point was reached speedily in
the normal case of no failures of active replicas because even non-primary replicas
executed requests eagerly, as discussed in the preceding section. Removal of log
entries stalled while an active replica was out of service and therefore the log was
certain to contain all requests that replica might not have processed. When an active
replica recovered, it fetched the log from the other replicas, and re-ran the requests
in log order.

This approach ensures that all requests needed to recover the replica state exist
in the log. But it leads to the possibility that an operation might be executed both
before a node fails and again as part of recovery. Note that even if a replica wrote the
latest viewstamp to disk each time it executed an operation, it cannot know for sure
whether the service code executed the operation before the failure. And in general
we would like to avoid writing the viewstamp to disk on each operation.
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Of course there is no difficulty in re-executing operations on the service state
if those operations are idempotent. The solution in Harp was to make operations
idempotent by doing extra processing. It pre-processed operations at the primary to
predict their outcome, and stored this extra information along with the request in the
log. For example, if the request created a file in a directory, Harp predicted the slot
into which the file would be placed and stored the slot number in the log. Therefore,
when the operation re-ran, the file would be placed in that slot, even though this is
not where it would have gone based on the current state (which recorded the result
of operations ordered after that one).

In the work on Byzantine-fault tolerance, we came up with a different approach
that avoided the need to make operations idempotent. That approach is discussed
briefly in Section 7.8.4.

7.5.7 Non-deterministic Operations

State machine replication requires that each operation be deterministic. However,
applications frequently have non-deterministic operations. For example, reads and
writes are non-deterministic in NFS because they require setting “time-last-read”
and “time-last-modified”. If this is accomplished by having each replica read its
clock independently, the states at the replicas will diverge.

The paper on Harp explained how to solve the problem, using the same pre-
processing approach that was used to provide idempotency. The primary prepro-
cessed the operation to predict the outcome and sent the information to the other
replicas in the PREPARE message. All replicas then used the predicted outcome
when the request was executed.

7.6 Byzantine Fault Tolerance

After the end of the Harp project, we stopped working on replication protocols for
a while. Then toward the end of 1997, DARPA published a Broad Area Announce-
ment (BAA) requesting proposals on the topic of survivability, and I asked Miguel
Castro, who was a student in my group at the time, to think about how we might
respond.

By this time there was a realization that malicious attacks and Byzantine behavior
needed to be dealt with, and this kind of issue was central to the BAA. Looking at
this BAA got us interested in Byzantine-fault-tolerant replication protocols, and we
began trying to invent such a protocol. This work led to PBFT, the first practical
replication protocol that handles Byzantine faults.

A first paper on PBFT was published in OSDI 1999 [5]. That paper described the
basic approach using public-key cryptography and it did not include the recovery
mechanism. The complete protocol is described in in OSDI 2000 [6], in TOCS [7],
and also in Miguel’s Ph.D. thesis [4].

In this section I do not attempt to describe PBFT, which is well-covered in the
literature. What I do instead is to present a simplified version of PBFT, similar to
what was described in the first OSDI paper, with the goal of showing how PBFT
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grew out of VR. In retrospect PBFT can be seen as an extension of VR to handle
the possibility of Byzantine-faulty nodes. However, it was far from straightforward
to come up with the extension at the time we were doing the work.

In addition to extending VR to handle Byzantine nodes, PBFT introduced an in-
novation in the form of proactive recovery, and provided a number of optimizations
to improve performance; a brief discussion is provided in Section 7.8.

7.6.1 Approach

Like VR, PBFT ensures reliability and availability when up to f replicas are faulty.
However, it allows replicas to fail in a Byzantine manner. This means they can be-
have arbitrarily: in addition to not replying to requests, or to replying in obviously
bad ways, they can also appear to be working correctly as far as other nodes can
tell. For example, they might appear to accept modification requests, yet discard the
state.

PBFT uses 3 f + 1 replicas to tolerate up to f faulty nodes; this many replicas
is known to be the minimum required in an asynchronous network [3]. The system
must be able to execute a request using responses from 2 f + 1 replicas. It can’t
require more than this many replies because the other f replicas might be faulty and
not replying. However, the f replicas we do not hear from might merely be slow to
reply, and therefore up to f of the replies might be from faulty nodes. These replicas
might later deny processing the request, or otherwise act erroneously.

We can mask such bad behavior, however, since we have replies from at least
2 f +1 replicas, and therefore we can be sure that at least f +1 honest replicas know
about the request. Since every request will execute with 2 f + 1 replicas, we can
guarantee that at least one honest replica that knows of this request will also partic-
ipate in the processing of the next request. Therefore we have a basis for ensuring
ordered execution of requests.

Like VR, PBFT uses a primary to order client requests and to run a protocol in
a way that ensures that each request that is executed will survive into the future, in
spite of failures, in its assigned place in the order. However, in PBFT we have to
allow for the fact that replicas might be Byzantine, which leads to differences in the
PBFT protocol compared to the VR protocol.

Additionally PBFT needs to allow for an adversary that controls the network.
The adversary can remove messages, cause them to be delivered late and out of
order, and corrupt them; it can also create new messages and attempt to spoof the
protocol. To prevent spoofing, PBFT uses cryptography; all messages are signed
by the sender, and we assume that the secret key used by an honest node to sign
messages is not known to the adversary. PBFT also needs to avoid replay attacks,
but the needed ingredients are already present in the VR protocol, e.g., viewstamps,
since VR had to handle replays, although in that case we assumed the network was
not acting maliciously.

The architecture for PBFT is similar to that shown in Figure 7.1, except that now
there must be 3 f + 1 replicas to survive f failures instead of 2 f + 1. Another point
is that PBFT was explicitly based on this architecture: PBFT separated the protocol
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layer from the application layer. The code for PBFT was made available as a library
that could be loaded on the clients and the replicas.

7.7 The PBFT Protocol

One way in which PBFT handles Byzantine faulty nodes is by doing each step of
the protocol at at least 2 f +1 replicas, rather than the f +1 needed in VR. However
this change alone is not sufficient to provide a correct protocol. The problem is that
in VR some decisions are made by just one replica. For example, in normal case
processing the primary tells the other replicas the viewstamp assigned to each client
request. In VR the other replicas act on this information; since we assume that the
primary is honest, we can rely on the viewstamp it assigns and also we can assume
it reports honestly on the client request.

In PBFT, however, the primary might be lying. For example, it might assign
the wrong viewstamp, one assigned in the past to a different request. Or, it might
provide a bogus client operation or replay a previous request by the client. Another
possibility is that it might send different PREPARE messages to the other replicas,
e.g., instructing some of them to perform request r1 at viewstamp v and others to
perform request r2 at the same viewstamp. Note that the interesting case here is
when the primary does something that can’t be recognized as bad just by looking
at the message! It’s much easier to handle cases where the message is not sent or is
garbled.

Our solution to handling these misbehaviors of the primary was to add an extra
phase to the protocol, at the beginning, prior to the prepare phase. We called this the
pre-prepare phase. Additionally replicas check various details of what the primary
is doing and refuse to process messages that are not what they should be.

The following is a description of a simplified version of the PBFT protocol. The
protocol is based on the one presented in [5] and uses public-key cryptography rather
than symmetric cryptography. Both clients and replicas have known public keys
and use their secret keys to sign their messages; all messages are signed in this
way. In the full version of PBFT, public key cryptography is avoided almost always.
This improves the performance of the protocol but also complicates it, as discussed
further in Section 7.8.1.

The protocol presented here requires that replicas process requests in order, sim-
ilar to what was done in VR. For example, a replica won’t process a PREPARE

message for a particular viewstamp unless it knows about all requests that have
been assigned earlier viewstamps. The unsimplified version of PBFT relaxed this
constraint and allowed various protocol messages to be processed out of order.

The state of a PBFT replica is the same as was presented before, in Figure 7.2,
with one important difference. In VR the log contains just the request messages sent
by the client. In PBFT, each log entry also contains some of the protocol messages
used to run the request assigned to that op-number.

The simplified request processing protocol works as follows. As in VR, replicas
process requests only when their status is normal. Also they ignore requests from



7 From Viewstamped Replication to Byzantine Fault Tolerance 141

earlier views and if they learn of a later view, or if they learn they are missing entries
in their log, they bring themselves up to date before processing the request.

1. The client c sends a 〈REQUEST op, c, s, v〉σc message to the primary, where op
is the request, c is the client-id, s is the number the client assigned to the request,
v is the view-number known to the client, and σc is the client’s signature over the
message.

2. If this is not a new request, or if the signature isn’t valid, the request is discarded.
Otherwise the primary advances op-number and adds the request to the end of the
log. Then it sends a 〈〈PREPREPARE d, v, n〉σp m〉 message to the other replicas,
where m is the client message, d is a digest (a cryptographic hash) of m, n is the
op-number assigned to the request, and σp is the primary’s signature.

3. A replica i discards PREPREPARE requests with invalid signatures, or if it had
already accepted a different request at that viewstamp. If the request is valid,
it waits until it has PREPREPARE entries in its log for all requests with earlier
op-numbers. Then it adds the PREPREPARE message to its log (and updates the
client-table) and sends a 〈PREPARE d, v, n, i〉σi message to all replicas, where d
is the digest of the client request and σi is i’s signature.

4. When replica i receives valid PREPARE messages for which it has the match-
ing PREPREPARE message in its log, it adds them to the log. When it has the
PREPREPARE message from the primary and 2 f valid matching PREPARE mes-
sages, all from different non-primary replicas, including itself, for this request
and all earlier ones, we say the request is prepared at replica i. At this point,
replica i sends a 〈COMMIT d, v, n, i〉σi message to all other replicas.

5. When replica i receives 2 f +1 valid COMMIT messages, all from different repli-
cas including itself, and when additionally the request is prepared at replica i,
replica i executes the request by making an up-call to the service code, but only
after it has executed all earlier requests. Then it returns the result to the client.

The first thing to notice about the protocol is the extra pre-prepare phase. Since we
can’t trust the primary to tell the truth we instead use 2 f + 1 replicas; if this many
replicas agree, we can rely on what they say since at least f + 1 of them will be
honest, and at least one honest replica will know what has happened before, e.g.,
whether some other request has already been assigned that viewstamp.

Here we are relying on a principle at work in a Byzantine setting: we can trust
the group but not the individuals. This principle is used in every step of the protocol;
messages from a sufficient number of replicas are needed to ensure that it is correct
to take that step.

Thus each replica needs to see 2 f + 1 valid matching COMMIT messages to de-
cide that it can execute the request. Additionally the client needs to see matching re-
ply messages. In this case, however, f + 1 matching responses is sufficient because
at least one of them comes from an honest replica, and an honest replica won’t send
such a response unless the request has gone through the complete protocol.

The phases of the protocol are illustrated in Figure 7.4. It may seem that the PBFT
protocol has an extra commit phase as well as the pre-prepare phase. However, the
COMMIT messages in PBFT correspond to the PREPAREOK messages in VR.
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Fig. 7.4 Normal case processing in PBFT.

The protocol uses all-to-all communication for the PREPARE and COMMIT mes-
sages and therefore uses O(n2) communication. All-to-all communication wasn’t
needed for VR. It could be avoided in PBFT by funneling messages through the
primary, but the primary would need to sends copies of the messages it received,
since ultimately all replicas need to be able to see the messages of all the others.
Thus if we funneled messages through the primary, its messages would be bigger
(i.e., there would be no change in bandwidth utilization), and the protocol latency
would increase.

7.7.1 View Changes

The main problem with view changes in a Byzantine setting is figuring out which
operations must make it into the new view. We must ensure that any operations
that executed at an honest replica survive into the next view in their assigned order.
In PBFT, an honest replica will execute an operation only after it receives 2 f + 1
COMMIT messages. The problem now, however, is that it’s possible that only one
honest replica that received this many messages participates in the view change pro-
tocol, and furthermore, dishonest replicas might also participate in the view change
protocol and claim that some other operation should receive that viewstamp.

For example, suppose that request r1 has executed at viewstamp v at some honest
replica, and then a view change occurs. The view change protocol will hear from
at least one honest replica that knows about r1. However, as many as f dishonest
replicas might participate in the view change protocol and claim that some other
request r2 has been assigned to v. In fact, if the primary is bad and assigns different
requests to the same viewstamp, 2 f replicas might claim this: the f liars and also f
honest replicas that were told that r2 should run at viewstamp v.

Clearly we can’t resolve this question by relying on a majority opinion!
The way PBFT resolves this dilemma is to rely on certificates. A certificate is

a collection of matching valid signed messages from 2 f + 1 different replicas. A
certificate represents a proof that a certain thing has happened, e.g., that a request
has prepared. Since the messages are signed using public key cryptography, any
replica is able to evaluate a certificate and decide for itself whether it is valid.
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The certificates are composed of the messages replicas receive while running the
protocol. In particular we use a prepare certificate consisting of a 〈PREPREPARE d,
v, n〉σp message and 2 f PREPARE messages, all for the same request (represented as
a digest) with the same viewstamp. A replica has such a certificate for each request
that has prepared at it.

The view change protocol works as follows:

1. A replica i that decides there needs to be a view change advances its viewstamp
and sends a 〈DOVIEWCHANGE v, P, i〉σi to the new primary, where v is the new
viewstamp and P is the set of prepare certificates known to i. Since i processes
the protocol in request order, there will be prepare certificates for a prefix of its
log entries.

2. When the new primary receives 2 f + 1 such messages from different replicas,
including itself, it sets its viewstamp to the one in the messages and constructs a
new log containing an entry for each prepare certificate it received. Then it sets
its status to normal and sends a 〈STARTVIEW mlist, v, O〉 message to the other
replicas, where mlist is the set of 2 f +1 DOVIEWCHANGE messages it received,
all from different replicas, and O is a set of 〈PREPREPARE d, v, n〉σp messages,
one for each request in the log.

3. When replica i receives a valid STARTVIEW message, it processes the messages
in the mlist and reconstructs its log. Then it sets its status to normal and re-runs
the protocol for each request in O (but it only executes requests that it hasn’t
already executed).

Certificates are used in step 1 of this protocol, so that a replica can reliably inform
the primary about the requests that have prepared at it. They are also used in step 2
of the protocol. In this case the certificate consists of the 2 f + 1 DOVIEWCHANGE

messages; these allow the other replicas to construct a valid log and to check that
the set O is correct. Note that all honest replicas will construct the same log given
the same set of DOVIEWCHANGE messages.

It’s easy to see the relationship of this protocol to the view change protocol in VR.
Of course the protocol now needs to run at 2 f +1 replicas rather than f +1. Further-
more, since individual replicas aren’t trusted in a Byzantine environment, replicas
have to prove what they have using certificates, rather than just reporting. A final dif-
ference is that to rerun the protocol in the next view, the primary must produce the
PREPREPARE messages for all the requests, since these will need to be combined
with PREPARE messages to produce certificates in later views. In VR, replicas ran
the protocol for preparing requests without requiring the additional PREPREPARE

messages.
The protocol above handles view changes where all honest replicas notice a prob-

lem with the primary, e.g., that it hasn’t sent messages for some time period. In ad-
dition, an individual replica can force a view change by proving that the primary is
lying. The proof consists of contradictory messages, e.g., two PREPREPARE mes-
sages for the same viewstamp but different requests.

The protocol is robust against bad replicas trying to force a view change when
one isn’t needed. Each replica decides independently about whether a view change
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is necessary and therefore f + 1 honest replicas must make this decision before the
view change will happen.

The protocol isn’t very efficient because the DOVIEWCHANGE and STARTVIEW

messages are very large. PBFT solves this problem by taking a checkpoint period-
ically. A checkpoint summarizes a prefix of the log. Once the checkpoint has been
taken, all entries in the log below that point are discarded. Only the portion of the
log beyond the checkpoint need be sent in the view change messages. Checkpoints
are discussed further in Section 7.8.4.

Correctness

The correctness condition we need to satisfy is that every operation executed by an
honest replica makes it into the next view in the order assigned to it previously. This
condition is satisfied because an operation executes at an honest replica only after
the replica receives 2 f + 1 COMMIT messages for it. Here we are concerned only
with what happens at correct replicas, because dishonest replicas can do anything.

If an honest replica receives this many COMMIT messages, this means that that
request has prepared at at least f + 1 honest replicas, and each of these replicas has
a prepare certificate for it and also for all earlier requests. Furthermore at least one
of these f + 1 honest replicas will participate in the view change and report these
requests with their certificates. Therefore the request will end up in the new log in
the position assigned to it previously.

7.8 Discussion of PBFT

This section provides a brief discussion of some of the issues addressed by the full
PBFT protocol; more information can be found in [5, 6, 7, 4].

7.8.1 Cryptography

PBFT uses symmetric cryptography most of the time. It uses public keys only to
establish secret keys between pairs of replicas and also between replicas and clients.

Using symmetric cryptography represents an important optimization, since it is
much more efficient than public key cryptography. However, it has a fairly substan-
tial impact on the protocol because it is now more difficult for replicas to provide
proofs. With public keys a certificate containing 2 f + 1 valid matching messages
acts as a proof: any of the other replicas can vouch for the validity of these messages
since all of them do this using the sender’s public key. With symmetric cryptogra-
phy this simple technique no longer works, and PBFT contains mechanisms to get
around this shortcoming.

7.8.2 Optimizations

PBFT provides a number of important optimizations. Most significant are optimiza-
tions that reduce the latency for request processing from 5 message delays, as shown
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in Figure 7.4, to 2 (for reads) and 4 (for updates), and an optimization to reduce the
overhead of running the protocol by batching.

Read Operations

The simple and very robust VR technique of having the primary carry out the read
doesn’t work for PBFT since the primary can lie. Instead the client sends the request
to all replicas, which execute the request immediately and send the reply to the
client. The client waits for 2 f + 1 matching replies (actually one full reply and 2 f
digests). If it succeeds in getting this many matching replies it accepts the answer
and the operation is over. Otherwise the operation must run through the primary in
the normal way.

This optimization succeeds provided there is no contention (and also assuming
that the replicas aren’t faulty). Each replica runs the request when it arrives, which
means that different replicas will run it at different spots in the serial order. However,
even so they will produce the same answer provided there is no update operation
that modifies the portion of the state being observed by the read and that happens at
about the same time as the read.

Update Operations

Rather than waiting until they receive 2 f + 1 COMMIT messages, replicas instead
execute an update operation at the time they send their COMMIT message for it
(and after executing all operations before it). The client waits for 2 f + 1 matching
responses (again, one full reply and 2 f digests). This way we are sure that the op-
eration will survive into the new view, since at least one of the replicas that sent the
response is honest and will be consulted in the next view change. Waiting for only
f + 1 replies, as is done in the base protocol, isn’t sufficient since with this many
replies, it is possible that only one honest replica knows of the prepare, and it might
not be consulted in the next view change.

A final point is that this way of running updates is the basis for the update opti-
mization for VR that was discussed in Section 7.5.3.

Batching

PBFT is a fairly heavyweight protocol in terms of the amount of message traffic
required to run it. However, this traffic can be greatly reduced through batching.
Batching simply means running the protocol for a number of requests at once.

Batching has no impact on latency when the system isn’t busy: in this case the
primary doesn’t batch, but instead starts the protocol for each operation when its
request message arrives. However, when the load goes up, the primary switches
to running requests in batches. Batching thus reduces the overhead of running the
protocol by amortizing the cost across all the requests in the batch, without much
impact on latency, since when the system is busy the next batch fills up quickly.
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7.8.3 Selecting the Primary

The idea of selecting the primary round-robin based on the current view-number
comes from PBFT. PBFT requires a way of choosing the primary that cannot be af-
fected by the adversary. In the original version of VR the same node could continue
as primary as long as it participated in the view changes. In a Byzantine setting this
wouldn’t work because the primary might be malicious.

7.8.4 Recovery

PBFT provides a full recovery solution that supports doing disk writes in the back-
ground; it does not require disk writes during either normal case processing or view
changes, and does not require making requests idempotent. The technique also pro-
vides for efficient application-level state transfer using Merkle trees [23], and a way
of keeping the log small by taking checkpoints. The recovering replica uses the
application-level state transfer to recover its state to the most recent checkpoint, and
then runs the log from that point on to get up to date.

Checkpoints require some help from the application, both to create the check-
point, and to revert to a checkpoint. Reverting is needed to support the update op-
timization. Since the update is performed speculatively before it commits, it might
need to be undone in case of a view change. In PBFT, undoing is accomplished
by reverting to the previous checkpoint and then running forward using the log.
The application can make use of conventional copy-on-write techniques to support
checkpoints.

In addition PBFT provides a proactive recovery mechanism, in which nodes are
shut down periodically and restarted with their memory intact but with a correct
copy of the code. Proactive recovery reduces the likelihood of more than f replicas
being faulty simultaneously because their code has been corrupted by a malicious
attack.

7.8.5 Non-determinism

VR handles the requirement for determinism by having the primary predict the out-
come, as discussed in Section 7.5.7. PBFT can’t use this technique since the primary
might lie. Instead, PBFT relies on the group to predict the outcome: the primary runs
a first phase in which it collects predictions from 2 f +1 different replicas, including
itself, and places these predictions in the PREPREPARE message. Later, when the
request is executed, replicas compute the outcome using a deterministic function of
this information.

7.9 Conclusions

This paper has described two replication protocols. The first is Viewstamped Repli-
cation, which was a very early state machine replication protocol that handled ma-
chines that failed by crashing. The descriptions of VR that appeared in the litera-
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ture describe the protocol along with an application that uses it. The presentation
here strips out the application details and presents the protocol in an application-
independent way; additionally, some details have been changed so that the protocol
described here is close to what was described in the literature, but not identical.

VR allowed failed nodes to restart and then run a recovery protocol to recover
their state. The protocol was based on the assumption that replicas were failure
independent, and therefore we were able to avoid the use of non-volatile storage
during normal request processing. VR did make use of a disk write as part of a view
change. The paper describes a variation on the protocol that avoids the need for disk
writes entirely, even during view changes.

The paper also presented a simplified version of PBFT. PBFT was the first prac-
tical replication protocol that supported state machine replication in a way that sur-
vived Byzantine failures. PBFT grew out of VR. It required the use of 3 f +1 replicas
rather than 2 f + 1. It added an extra phase to normal case processing, to prevent a
malicious primary from misleading the other replicas. Also, it used the notion of
certificates to ensure that all committed operations make it into the next view in
spite of whatever faulty replicas might attempt to do.

Since PBFT was invented there has been quite a bit of research on related proto-
cols. This work covers a number of topics, including: techniques for heterogeneous
replication to avoid the problem of correlated failures causing many replicas to fail
simultaneously [28, 32]; study of system properties when more than f replicas fail
simultaneously [16]; avoiding the use of a primary, either entirely or during normal
case processing [1, 8]; reducing the number of replicas that must run the applica-
tion [34]; and reducing the latency of normal case processing [12, 33].
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