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7 1 httoducton

® Goal -ensure the atom icity of a transaction that
accesses m ultple resource m anagers
e Recall, resource abstracts data, m essages, and otheq
item s thatare shared by transactions.)
e W hy isthishard?
- W hat if resource m anagerRM , fails aftera transaction
comm isatRM ?
- W hatif other resource m anagers are down when RM |
recovers?
— W hatif a tansaction thinks a resource m anager failed
and therefore aborted, w hen itactually is stll mnning?
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A ssum ptions

e Each resource m anager Independently comm its or
aborts a transaction atom ically on its resources.

e Hom e(T) decideswhen to sartcomm itting T
e Home(T) doem'tsartcomm iting T untdlT
term inates atallnodes fpossibly hard)
e R esource m anagers fail by stopping
— no Byzantine failires, w here a fafled process exhibits
arbitrary behavior, such as sending the w rong m essage
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Problem Statem ent

e Transaction T accessed data at resource m anagers
R,,.. R

e The goal is to either

- comm itT atallofR,,.. R,,or

- abortT atallofR,,.. R,

— even if resource m anagers, nodes and com m unications

Iinks fail during the com m itorabortactviy

e Thatis,nevercomm itatR;butabortatR,.
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72 Two-Phase Comm it
e Two phase comm it @PC) is the standard protocol
form aking com m itand abortatom ic
e Coornator - the com ponent that coordinates
comm im entathom e (T)
e Participant - a resource m anageraccessed by T
e A participantP isready to comm T ifallof T's
after-in ages at P are in stable storage
e The coordnatorm ustnotcomm T untilall
participants are ready
— P ismn'trady, T comm is, and P fails, then P can’t
comm itw hen itrecovers.




The Protocol
1 Begin Phase 1) The coordmatorsendsa
Request-to-Prepare m essage to each participant
2 The coordhatorw aits forall participants to vote
3 Each participant
votes Prepared if it's ready to comm it
may vote NO forany reason
m ay delay voting Indefinitely
4 Begh Phase 2) If coodinator receives Prepared
from all participants, tdecides to comm it.
(The transaction isnow comm itted.)
O therw ise, itdecides to abort.

The Protoool (cont/d)

5 The coordnator sends its decision © all
participants {e.Commit orAbort)

6 Participants acknow ledge receiptof Commit or
Abort by replying Done .

Casel:Commit

Coordnator Participant

Request-to-Prepare)

Prepared

Commit

Done

Case2:Abort

Coordnator Participant

Request-to-Prepare)

. No
Abort

. Done

Perfomm ance

e T the absence of faihires, 2PC requires 3
wounds of m essages before the decision ism ade
- Requestto-prepare
- Votes
_ D &jsm'
e D onem essages are just forbookkeeping
- they don'taffectresponse tin e
- they can be batched
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Uncerainty

e Before itvotes, a participant can abortunikteally

¢ A flera participant votes Prepared and before it receives the
coordinator's decision, itisuncertan . kcan’tunibteally
comm itorabortduring its uncertainty period.

’_I:
C cordinator Participant
Reguest-to-Prepare
Prepared
Uncertainty,
Commit Period
Done




Uncertainty (cont’d)

e The coordator is neverunceramn

o Tf a participant fails or is disconnected from
the coordhatorw hile it's uncertan,
atrecovery itm ust find out the decision

The Bad N ew s Theorem s

e Uncertainty periods are unavoidable

e B locking - a participantm ustaw aita repairbefore
continuing . B locking isbad.

e Theorem 1 -Forevery possible comm iprotocol

fhotjust2PC), a com m unications failire can cause
a participant to becom e blocked .

e Tndependentrecovery -a recovered participant can
decide to comm itorabortw ithout com m unicating
w ith othernodes

e Theorem 2 -No comm pmotocol can guarantee
Tdependent recovery of failed participants

7 3 2PC Failure H andling

e Failire handling -whatto do if the coordnatoror
a participant tim es outw aiting foram essage.
— Rem em ber, all failires are detected by tim ecut
e A participanttim es outw aiting for coordnator's
Request-to-prepare .
— Tdecides to abort.
e The coordator tim es outw aiting fora
participant’s vote
— Tdecides to abort

2PC Failure H andling (cont'd)

e A participant thatvoted Prepared tim es outw aiting
forthe coordinator's decision
- I'sblocked.
- U se a term ination protocol to decide whatto do.
— N aive term Tnation protocol - w ait till the coordnator
IBCOVers
¢ The coordinator tim es outw aiting forDone
— itm ustresolicitthem , so itcan forget the decision

Forgetting Transactions

e A fiera participant receives the decision, itm ay
forget the transaction

¢ A flerthe coordnator receives Done from all
participants, itm ay forget the transaction

e A participantm ustnotreply Done until its comm it
orabort log recor is stable

— Else, if it fails, then recovers, then asks the coordinator
fora decision, the coordinatorm ay notknow

Logging 2PC State Changes
¢ Logging m ay be eager
— meaning it's fiuched to disk before the next Send M essage
e Oritmay be lazy = noteager

Coorinator
Log Start2PC Participant
feagen) Request-to-Prepare
Prepared Log prepared ager)
Log comm it
(eager) Commit
Done Log comm it eager)
Log comm it (lazy

L 18




C oordnatorR ecovery
o Tf the coordmator fails and Jater recovers, itm ustknow the
decision. tm ust therefore Iog
— the factthatitbegan T 's 2PC protocol, including the list
of participants, and
- Comm itorA bort, before sending Commit orAbort to any
participant (5o itknow sw hetherto comm itorabortafter
Ttrecovers).

o Tf the coordmator fails and recovers, it resends the decision
o participants fiom whom itdoesn’trem em bergetting
Done

— If the participant forgot the transaction, trepliesDone
— The coordnator should therefore log D one after ithas
1eceived them all
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Heurisdc Comm it

® Suppose a participant recovers, but the term nation
protocol leaves T blocked .

e O pemtorcan guess w hetherto comm itorabort
— M ustdetectw 1ong guesses w hen coordnator recovers
— M ustmn com pensations forw rong guesses

® Heuristic comm it
- X T isblocked, the Jocal resource m anager @ctually,

fransaction m anager) guesses

— A tooordnator recovery, the transaction m anagers jointly
detectw 1ong guesses.

e 21

Read-only Transaction

e A read-only participantneed only respond to phase
one. tdoesn 't care w hat the decision is.
¢ Ttresponds Prepared-Read-Only to Request-to-Prepare ,
o tell the coordnatornot to send the decision
e T in itation - A llotherparticipantsm ustbe fully
term hated, shee the read-only participantw ill
release locks aftervoting.
— Nomore testing of SQ L Integrity constraints
— Nomore evaluation of SQ L triggers

ParticipantR ecovery
e TfaparticipantP fails and hter recovers, it firstperfomm s
centralized recovery R estart)
Foreach distrbuted transaction T thatw as active atthe
tin e of ailure
- P isnotuncertadn aboutT, then tuniktemally aborts T
- P isuncertain, itmns the term nation protocol
fw hich m ay leave P blocked)
e To ensure itcan tellw hether it's uncertain, P m ust og its
vote before sending it to the coordinator
e To avoid becom ing totally blocked due t one blocked
transaction, P should macquire T ’s Jocks during R estart
and allow Resartto finich before T is resolved.

7 4 2PC O ptim izations and V ariations
e Optim izations
- Read-only transaction
- Presum ed Abort
- Transferof coordination
— Coopemrative term nation protocol
¢ V ariations
- Re-Infection
- Phase Zero
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Presum ed A bort
¢ A fltera coordnatordecides A bortand sendsAbort
participants, it forgets about T Inm ediately.
e Participants don’tacknow ledge Abort ¢ ith Done)

Coordinator
a2 Participant
Log$s PC Request-to-Prepare;
. Prepared Log prepared
Log abort
(forgetT) Abort
Log abort (forgetT)

e Tf a participant tin es outw aiting for the decision, tasks the
coordinatorto retry.

..— If the coordnatorhas no info for T, itreplies Abort . 24




Transferof C cordnation
If there is one participant, you can save a round of m essages
1. Coorinatorasks participant to prepare and becom e the
coordnator.
2. The participant fiow coordhator) prepares, comm its, and
tells the form er coordnatorto comm it
3. The coordinator com m its and repliesD one.

Coordinator

Participant
Logpmepared | Request-to-Prepare-and|
-transfer-coordination e
Logcomm it Commit
Done >

® Supported by som e app servers, butnot in any stendards.

C ooperative Term nation Protocol (CTP)

e A ssum e coornator mcludes a listof participants n
Request-to-Prepare .

e TIf a participant tin es-outw aiting for the decision,
nms the follow ing protocol.

1. Participant P sends Decision-Re( to otherparticipants

. IfparticipantQ voted NO orhasn’tvoted orrecedved Abort

friom the coordinator, it responds Abort

3. IfparticipantQ received Commit fiom the coordator,
it responds Commit.

4 . IEparticipantQ isuncertain, itrespondsUncertain
(ordoesn’trespond atall) .

e TIf all participants are uncertain, then P rem ans blocked.

L 26
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C ooperative Term nation Issues

e Participants don’tknow when to forgetT,
since otherparticipants m ay require C TP
- Solution 1 - A fierreceiving Done from all participants,
coordinator sends End o all participants
— Solution 2 -A fterreceiving a decision, a participantm ay
forgetT any tine.
e To ensure tcan nin C TP, a participant should
nclude the listof participants In the vote log record.

be. 27

Remnfection
e SupposeA iscoordnatorand B and C are participants
— A asksB and C to prepare
— B votes prepared
- C callsB todosomework. B isrenfected.)

— B does thew ork and tellsC ithas prepared,
butnow itexpectsC to be its coordinator.
- W hen A asksC to prepare, C propagates the request to B
and votes prepared only ifboth B and C are prepared.
(See Tree of Processes discussion later.)
e Can beusad t© In plam ent integrity consttaint checkng,
triggers, and other com m ittin e processing, w ithout
Equiring an extra phase (oetw een phases 1 and 2 of 2PC).
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Phase Zero

® Suppose a participantP is caching transaction T's
updates that P needs to send to an RM  @nother
participant) before T comm its.

— Pmustsend the updatesafter T Invokes Comm i, to ensure P
hasallof T 'supdates

— P mustsend the updates before the RM  prepares, to ensure the
updates are m ade sable during phase one.

— Thus, w e need an extra phase, beforephase 1.
e A participantexplicitly enlists forphase zero.
— Tdoesn’tack phase zero until it finishes flushing its cached
updates to otherparticipants.
e Supported M icrosoft DTC .
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7 5 Process Stucturing
e To supportm ultiple RM son multiple nodes, and m inin ize
com m unication, use one transaction m anager (TM ) pernode
e TM maybeinthe0OS WAXAM S,W ), the app server
(BM CICS),DBM S, ora sepamte product (early Tandem ).

e TM perfom s coordnatorand participant wles forall
transactions at s node.

e TM communicatesw ith IocalRM sand remote TM s.

RM ops \ Applcation
— StartTransaction,

X Commit, Rollback

Resource M anagy
XA ther

—v O
Enlist and 2PC ops - 2PC ops
‘TransactonM anager’—V ™s

o




Enlisting in a Transaction

e W hen an Application n a ttansaction T firstcallsanRM ,
theRM musttellthe TM itispartofT.
e Called enlisting or joining the transaction

2. Write(x, T)__ |, Application
1. StartTransaction

(returns Tranction ID)

Resource M anage

3. Enlist(T) —

‘ Transaction M anager‘

Enlisting in a Transaction (cont/d)
e W hen an application A in a ttansaction T firstcallsan
application B atanothernode, B musttellis localTM that
the transaction has armrived.

Application A A pplication B
1. Call(AP-B, T) 5. Call(AP-B, T)
Comm unications 3.Send Call(AP-B, T) | Comm unications
M anager M anager
2. AddBranch(N, T) 4. StartBranch(N, T)
Transaction Transaction
M anager M anager
NodeM NodeN

Tree of Processes
e Application calls to RM s and otherapplications lnduces a
tree of processes
e Each intermalnode is the coordinator for its descendants,
and a participant to its parents.
e Thisaddsdehy to tw o-phase comm it
e O ptin ization : flatten the tree, eg. during phase 1
Different
Nodes —,

L
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H andling M ulbple Protocols
e Comm unication m anagers solve the problem of handling
multple 2PC protocols by providing

— am odel forcom m unication betw een address spaces

- aw Ire protocol fortw ophase comm it
® But, expectrestrictions on m uli-protocol nteroperation .
TheRM only tksto theTM RM interface. The m ult-
protocolproblem is solved by the TM vendor.

\’W‘ / Send/receive msg
TX——

Respource M anager]

. fxa A ™

Enlist and 2PC ops ‘ ; ﬂ
Transaction M anag .

L

RM ops

Complete W akthrough
Applcation :
Starttrans 5. Call —
calpBMs [ Applcaton]
Callrem ote app

Comm it

| 2. Call DBMS 1. Start Tran

D atzl 4. Add-br'anch
S / 7. Commit Comm
‘ Conm Mgy =7 "M anager|
3. Enlist ; e I
DBMS
. 8. Reg-prepare .
‘ ) 9. Prepared Trnsacton
10. Commit M anager

TxnM anager| -11.Done

6. Start-branch

Custom er Checklist

® DoesyourDBM S support2PC?
e D oes your execution environm ent support it? I so,
- wihwhatDBM Ss?
— U sing w hatprotocol(s)?
— D o these protocols m est your Interoperation needs?
e Isthe TM -DBM S Interface open (forhom e-grown
DBM Ss)?
e Can an opemator com m it/aborta blocked txn?
— If 90, is there autom ated support for reconciling
m istakes?
- Is there autom ated heuristic comm it?

L 36




7 6 Three Phase Comm i=-The dea

e 3PC prevents blocking In the absence of com m unications
failures unrealistic, but... ). kcan bem ade resilientto
com m unications faflures, but then irm ay block

e 3PC ismuchm ore complx than 2PC , butonly m axginally
In proves relisbility — prevents som e blocking situations.

e 3PC therefore isnotused m uch in practice

e M ain idea:becom ing certain and deciding to comm itare
sepamate steps.

e 3PC ensures that if any operational process is uncertadn,
then no (fafled oroperational) process has comm itted.

e So, in the term Iation protoco], if the operational processes
are alluncertain, they can decide to abort @voidsblocking) .
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Three Phase Comm it The Protocol

1. Begihphase 1) CoordatorC sends R equestto-prepare
o allparticipants

2. Participants vote Prepared orN o, just like 2PC .

3.IEC receives Prepared fiom all participants, then (egin
phase 2) itsends Pre-Comm itto allparticipants.

4 . Participants w ait forAbortorPre-Comm it
Participantacknow ledges Pre-comm it.

5.AfterC mecoeives acks from all participants, ortin es cuton
som e of them , it (begin third phase) sendsComm itto all
participants (thatare up)

3PC Failure H andling

o Tf coordnatortim es outbefore receiving Prepared
from all participants, itdecides to abort.

e Coordhator gnores participants thatdon’tack is
PreComm it

e Participants that voted Prepared and tim ed out
w aiting for Pre-Comm torComm ituse the
term ination protocol.

e The term ation protocol is w here the com plexity
Ties. € g.see Bemsten, H adzilacos, Goodm an 871,
Section 7 4)
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