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11 TheBasics -W hat's a Transaction?

e The execution of a program thatperform s an
adm Inistative fimetion by accessing a shared
database, usually on behalf of an on-lne user.

Examples

e Reserve an airlne seat. Buy an airline ticket

e W ithdraw money from anATM .

e Verify a creditcard sale.

e Oxeran item fiom an htemet retailer

e Place abid atan on-lne auction

e Subm ita corpormrate purchase order

The “ibes” are W hatM akes
T ransaction Processing (I'P) Hard
e Reliability - system should marely fail
e Availbility - system mustbeup allthe tine
e Response tim e -w ithin 1-2 seconds
¢ Throughput - thousands of transactions/gecond
e Scalability - start em all, ram p up t© Intemetscale
e Security - for confidentiality and high finance
e Configurability - forabove requirem ents + low cost
® Atom icity -no partdal results
¢ Dumbility -a transaction isa legalcontract
¢ D istrbution -of usersand data

W hatM akes TP In portant?

e Tt'satthe core of electronic com m exce

e M ostm edim -to-large businessesuse TP for
theirproduction system s. The business can'’t
operate w ithout it.

e Tt'sa huge slice of the com puter system
m arket. O ne of the largest applications of
com puters.

TP System Infrastructure
e U ser'sview polnt
- Entera request from a brow seror otherdisplay device
— The system perform s som e application-specific w ork,
w hich includes database accesses
- Receive a reply fusually, butnotalw ays)
e The TP system ensures thateach transaction
- isan independentunitof w ork
— executes exactly once, and
— produces perm anent results.
e TP gystem m akes iteasy to program transactions
e TP system has tools to m ake iteasy to m anage
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TP System Infrastucture...
D efines System and A pplication Structure

‘ Presentaton M anage4 . FrontEnd

C Xent)
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W orkfbw Contol
(wutes requests and
supewies theirexecutbn) ~— Back-End

Transacton Pmogmam Bewen)

Database System

Availability
e Fraction of tim e system isable to do usefulw ork

® Som e system s are very sensitive to downtim e
- airline reservation, stock exchange, telephone sw itcthing
— downtim e is frontpage new s

Downtime A vailbility
1 hourBay 95 8%

1 hourfv esk 99 41%

1 hour/m onth 99 86%

1 hourkear 99 9886%

1 hour20years 99 99942%

e Contrbuting factors
- failuires due to environm ent, system mgm t, hiv , sfv
e ecovery tin e

Application Servers (cont/d)

e Components Include
- an application program m ing nterface API)
eg., Enterprise Java B eans)
- tools forprogram developm ent
— tools for system m anagem ent @pp deploym ent,
fault& perform ance m onitoring, userm gm t, etc.)
¢ Enterprise Java Beans, BM W ebsphere,
M icrosoft NET (COM +),BEA W eblogic,
0 racle A pplication Server
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System Characteristics

e Typically < 100 transaction types per application
e Transaction size hashigh variance. Typically,

- 0-30 disk accesses

- 10K -1M instuctions executed

- 2-20 m essages
e A lawge-scale exam ple: airline reservations

- 150,000 active digplay devices

- plus Indirectaccess via ntemet

- thousands of disk drives

- thousands of transactions per second, peak

A pplication Servers
e A ooftw are product to create, execute and m anage TP
applications
e Fom erly called TP monitors. Som e pecple say
App Server= TP m onitor + w eb finctionality .
e Program m erw rites an app to process a sngle request.
App Serverscales itup to a large, distrbuted system
- E g.application develboperw rites program s to debita checking
acoountand verify a credit card purchase.
— App Serverhelps system engneerdeplby itto 10s/100s0of
servers and 10K s of displays

— App Serverhelps system engheerdepby iton the itemet,
accessblk from w b brow sers

App SerxverA rchitecture, preW eb

e Boxesbelow are distributed on an ntranet

M essage

Presentaton Serwer Thputs

“Requests

Network
‘W orkfbw Contoler;

Transacton Server‘ uee Transactbn Sewer|

L




A utom ated TellerM achine
A TM ) Application Exam ple

BankBranchl  Bank Branch?2 Bank Branch 500
L |
W orkfbw W orkfbw
ContwoIer ContwoIer

CRRUS Checking CrediCard Loan
Accounts| |Accounts Accounts | |Accounts
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Application ServerA rchitecture

L other TP
‘w orkfbw ContnoIbrF nn:’f% systems

Trmansacton S erver‘ nee ‘ Trmansacton S erver‘

IntemetR etailer

W eb W orkfbw

Sewer Contoler]

‘M usj:‘ ‘Ebctton'rs‘ ‘Com puters‘

W eb Services

® Mterface and protocol sendards t© do
application server fimctions overthe intemet.

- Internet

W eb | | W orkfbw
Sewer Contoler|
[ \
‘M us:'c‘ ‘Ehctmn:'cs‘ ‘Com puters‘

L

Enterprise A pplication hitegration
EATD

¢ A softw are product to route requests betw een
Independent application system s.0 flen include
- A queulng system
- A m essage m apping system
— Application adaptors (SA P, PeopleSoft, etc.)

e EA Tand A pplication Servers address a sin ilar
problem , w ith differentem phasis

e BM W ebsphereM Q , TIRCO ,V itria, SeeBeyond

ATM Example
w ith an EA ISystem

BankBmnch1l BankBmnch?2 Bank Branch 500

o

-5 [ - B - [ B
. e — |

EAIRoutng| ©c°o EAIRouthg

CRRUS Checkng CrediCaxd Loan
Accounts Accounts Accounts Accounts
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W orkflow System s

e A softw are product that executes m ulb-transaction
Jong-mnning scripts (eg. process an oxder)
e Productcom ponents
- A workfow scriptlnguage
- W orkflow scriptinterpreterand scheduler
- W orkflow tracking
— M essage transhtion
— Application and queue system adaptors
e Transacton-centric vs. docum ent-centric
e Strmctured processes vs. case m anagem ent

e IBM W ebsphereM Q W orkflow ,M icrosoftBizTak, SAP,
V itra, O racle W orkflow , FIeNET, D ocum entum , ... .
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System Software Vendor'sV iew

e TP igpartly a com ponentproduct problem
— Hawdw are
— Operating system
— D atabase system
— Application Server
e TP ispartly a system engheering problem

- G etting all those com ponents to w ork together
o produce a system w ith all those “ilitdes” .

e This course focuses prim arily on the
D atabase System and A pplication Server
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12 TheACD Properties

e Transactions have 4 m aln propertes
- Atom icity - allornothing
- Consistency - preserve database ntegrity
— Isolation - execute as if they w ere run alone
— Durability - results aren’t ostby a failire

A tom icity
e A ll-ornothing, no partal results.
- E g.in am oney transfer, debitone account, credit the
other. E itherdebit and creditboth mun, orneither mins.
— Successfil com pletion is called Comm it.
- Transaction failure is called Abort.
e Comm itand abortare inevocable actions.
e An Abortundoes operations that already executed
- Fordatabase operations, restore the data’s previous value
from before the transaction
- Butsom e realw orld operations are notundoable.
Exam ples - ttansferm oney, print ticket, fire m issile

Example -ATM D ispensesM oney
(@ non-undoable operation)

Tl: Start

Dispense Money

System crashes

Commit
Transaction aborts
M oney is dispensed
Tl: Start
Commit s
C Dispense Money ? s
D eferred operation

never gets executed




Reading Uncomm itted O utput Isn't
Undoable

Tl: Start
Display output

... | ™U serreads output
If error, Abort \
U serenters Input

Brn
transport

T2: Start
[ —>Get input from display

Commit

C om pensating T ransactions

e A\ transaction that reverses the effect of another
transaction thatcomm ited) . Forexam ple,
- “Adjusm ent” in a financial system
- Annulam amiage
e N otall ttansactions have com plete com pensations
- E g.Certain m cney transfers
- E g.FIrem issile, cancel contract
- Contract law taks a Jotabout appropriate com pensations
G A well-designed TP application should have a
com pensation forevery transaction type
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Consistency
Every transaction should m aintain DB consistency
- Referential ntegrity -E g. each order references an
existing custom ernum ber and existing partnum bers
— The booksbalance debits = credits, assets = lisbilites)
G Consistency preservation is a property ofa
transaction, notofthe TP system
unlke theA , I, andD of ACID)
e Tf each transaction m aintains consistency,
then serial executions of transactions do to.

Som e N otation

e 1;[x] = Read ) by transaction T

e w,[x] = W rite (x) by ttansaction T;

e c,= Comm itby ttansaction T,

e a = Abortby transaction T,

e A history isa sequence of such operations,
Tn the order that the database system
processed them .

Consistency Preservation Exam ple

T, :Starty T,:Start;
A =Raad(x); B :Raad(x);
A=A-1; C =Readfy);
W ritel,A); If >C+1l)thenB =B -1;
Conm i W riet,B);
Comm it;

e Consigency predicate isx > y.
® Serial executions preserve consistency .
Thterleaved executionsm ay not.
sH=nKIgKklglylw,Kklw,[y]
- eg.try itw ith x=4 and y=2 nitally

Tsolation

o Thtuitively, the effectof a setof transactions
should be the sam e as if they 1an independently

e Form ally, an interleaved execution of
transactions is serializable if its effect is
equivalentto a serial one.

e Tnpliesauserview where the system ninseach
user's transaction stand-alone.

e O f course, ttansactions n factmn w ith lotsof
concunency, to use device parallelian .




A Serializability Exam ple

T, :Start; T,:Start;
A =Read &); B = Read X);
A=RA+1; B=B+1;
W re,A); W ritety,B);
Comm it; Comm it;

*H=nkinkw,Kqw,lc

e H isequivalentto executing T, followed by T,

e Note,H isnotequivalentto T, followed by T,

¢ A lso, note that T, started before T, and finished
before T,, yet the effect is that T, ran first.

Serializability Exam ples (cont/d)

e C lientm ust control the relative order of transactions,
using handshakes
fwaitforT, o comm itbefore subm iting T,) .

e Som em ore serializable executions:
rKlgllw,ylw, K" T, T,” T,T,

rj.[y]]:z[y]w2|y]w1[x] ” T1T27T2T1

rKlplw,ylw,yl” T, T,/ T, T,
e Serializability says the execution is equivalent to
som e serial oxder, notnecessarily to all serial orders

N on-Serializable Exam ples
oy kKl klw, Klw, K] (ace condition)
-eg.T; and T, are each adding 100 to x
*nKnylw,Klw, ]
- eg.each ttansaction isttyilngtomakex =y,
butthe Interleaved effect isa sw ap
erkKlnylw, KlpKlplcw, ko
(hconsistent retrieval)
-eg.T, ismoving $100 fiom xtoy.
- T, seesonly half of the resultof T,
e Compare to the O S view of synchronization

D umability

® W hen a transaction comm its, its results w ill
survive failures e g.of the application, 0 S,
DB system ... even of the disk).

e M akes itpossible fora transaction to be a legal
contract.

e Tm plem entation isusually via a log
- DB system w rites all transaction updates to its log
- to comm i, itadds a record “comm i(T,)” to the log
— when the comm itrecord is on disk, the transaction is

comm itted.
- system w aits fordisk ack before acking to user
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1 3 A tom icity and Tw o-Phase Comm it

e D istrbuted system sm ake atom icity harder

® Suppose a transaction updates data m anaged by
twoDB systEm s.

e OneDB system could comm itthe transaction,
buta failure could prevent the other system from
comm itting.

e The solution is the tw o-phase comm itprotocol.

e Abstract "DB system ” by resource m anager
(couldbea SQL DBM S, m essage m gr, queue
mgr,00 DBM S, etc.)




Tw o-Phase Comm it

e M ain idea -allresource m anagers RM s) save a
durable copy of the transaction’s updates before
any of them comm it.

e ffoneRM fails afteranothercomm its, the failed
RM can stdllcomm itafter it recovers.

e The protocol to comm it transaction T

- Phase 1 - T''s coordinatorasks all participantRM s to
“prepare the ttansaction” . Each participantRM replies
“prepared” afterT ‘s updates are durable.

— Phase 2 -A fterreceiving “prepared” from all
participantRM s, the coordinator tells all participant
RM sto comm it

Tw o-Phase Comm it
System A rhitecture

‘App]jmtbn Program ‘
Read, Start
Write Commit, Abort
R esource Tenscton | O ther .
M anager M anager (TM ) N "
M anagers

1. Start ttansaction retums a unigue transaction dentifier
2 .Resource accesses Include the transaction dentifier.
Foreach transaction, RM regisersw ith TM
3.W hen application asks TM to comm i, the TM mns
tw o-phase comm it.

o
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1 4 Perform ance R equirem ents

e M easured In m ax transaction persecond (ps) or
perm nute (pm ), and dollars pertpsortpm .
e D ollarsm easured by listpurchase price plus 5 year
vendorm aintenance (“costof ow nership”)
e W orkload typically has this profile:
- 10% application serverplus application
- 30% comm unications system otcounting presentation)
- 50% DB systEm
e TP Perform ance Council (TPC) sets sendads
- hitp:/Avww tpcorg.
e TPCA & B ('89-'95),now TPC C &W

L

TPC-A B — Bank Tellers

e Obsolete (@ retired standard) , but interesting
e Tnputis 100 byte m essage requesting depositAv ithdraw al
e Database tebles= {A coounts, Tellers, B anches, H istory’}

Start
Read message from terminal (100 bytes)
Read+write account record @mndom access)
Write history record (sequentihlaccess)
Read+write teller record (mndom access)
Read+write branch record @mndom access)
Write message to terminal (00 bytes)

Commit

e End of history and branch records are bottlenecks

The TPC -C O derEntry Benchm ark

Table Row s hse |Bytes/ow
W arehouse 1 89
D istrct 10 95
Custom er 30K 655
H istory 30K 46
O rder 30K 24
New -O der 9K 8

O el ine 300K 54
Stock 100K 306
Tem 100K 82

e TPC -C uses heavierw eight transactions
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TPC C Transactions

e New -Oder
- G etrecords describing a w arehouse, custom er, & district
- Update the district
- Ihcarem entnextavailable ordernum ber
- Ihesertrecord Into O Werand N ew -O dertables
- For5-15 item s, get iem record, getipdate Stock record
- TheertO derLine R ecord

e Paym ent, O derStatus, D elivery, Stock-Levelhave

sim flar com plexity, w ith different frequencies
e tpm C = num berof N ew -O rder transaction perm in.

™ 43

Commentson TPC-C
e Enables apples-to-apples com parison of TP
system s

e D cesnotpredicthow your application w illmin,
orhow much hardw are you w illneed,
orw hich system w illw ork beston yourw orkload

e N otall vendors optin ize forTPC C .

— Som e high-end system sales require custom
benchm arks.

o

Typical TPC -C Num bers
e A Tlnum bers are highly sensitive to date subom itted.
e $150 -39 /tom C forresults released In 2004.

— Low end num bers are aln ostallM S SQL Server& W indow s.
— High end ism ostly O racke and IBM , Linux, BEA Tuxedo

e System cost$27K HP) -$17M (BM )

e Exam ples of high throughput (64 -processor system s)

- 1BM ,32M tpmC,$16 7M ,$5194pom C
(5/15/65 BM DB2,W ndows,M S COM +)

- HP,12M tpmC,$65M ,$550Apm C
@/30/04,0mack 10g,Red HatLinux, BEA Tuxedo)
e Examplesof low cost M S SQL Server, W Indow s,COM +)
- HP ProLiant, 18K tpm C, $31K , $1.70Apm C ,4/14 04
- Dell, 26K tpm C, $40K , $1 504pm C, 12,04
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TPCW -W ebRetailer

e Tntroduced 1249 . E ffectively retired in 2003 because it
allow ed “benchm ark special’ solutions
e Features - dynam ic w €b page generation, m ulbple brow ser
sessions, secure U I& paym ents (via secure socket layer)
« Profiles - shop (WIPS), browse (WIPSb), order (WIPSo)
— Tables — {Customer, Order, Order-Line, Item, Author,
CreditCardTxns, Address, Country}

— Transactions - HomeWeb, ShoppingCart, Admin-Request,
AdminConfirm, CustomerRegister, Buy-Request,
BuyConfirm, OrderInquiry, OrderDisplay, Search,
SearchResult, NewProducts, ...

e W eb Iteractionspersec W IPS) @ ScaleFactor
— ScakFactor=1K - 10M iem s (in the caalg).
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Com Ing Soon

e TPC App

— A rphoem entforTPC W . Com pktely differentbutw eb-
focused . Unclear if tw illbe approved.

e TPC-E
- Like TPC C, i's database-centric, buta different application
- M ore realistic disk configuration (@maller$ of totalprice)
— Possibly w illhave a processor scakbility m etric

Outlne

1.TheBasics

2.ACD Pmopertes

3.Atom icity and Two-Phase Comm it
4 . Perform ance

5.Stylesof System




15 Stylesof System s

e TP isSystem Engheering

e Compare TP to otherkinds of system enghneering ...

e Batch processing - Subm ita job and receive file output.

e Tin e sharing - Invoke program s n a process, w hich
may hteractw ith the process’s display

e Realtm e - Subm itrequests thathave a deadline

e Client/server - PC calls a serverovera netw ok to
access files ormn gpplications

e D ecision support - Subm itqueries to a shared database,
and process the resulrw ith desktop tols

e TP -Subm ita request to mn a transaction

TP vs.Batch Processing BP)

e A BP gpplication isusually uniprogramm ed so
serializability is trivial. TP ism ulbdprogramm ed.

e BP perform ance ism easured by throughput.
TP isalso m easured by response tim e.

e BP can optim ize by sorting transactions by the file key.
TP musthandle random tansaction arivals.

e BP producesnew output file. To recover, re-mun the app .

e BP has fixed and predictable load, unlke TP .

e But, where there isTP, there isaln ostalw aysBP too.
— TP gathers the input. BP postprocessesw ork thathasw eak

response tn e requirem ents

— So, TP system smustalso do BP well
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TP vs.Tin esharing (I'S)

TS isautdlity w ith highly unpredictable Ioad. D ifferent
program s mun each day, exercising features in new

com binations.

e By com parison, TP ishighly regular.

TS has less sringent availability and atom icity
requiram ents. D ow ntim e isn’tas expensive.

TPvs.RealTme RT)

e RT hasm ore sringentresponse tm e requirem ents. km ay
controla physical process.

e RT dealsw ith m ore specialized devices.

e RT doesn’tneed oruse a transaction abstraction

- usually bose aboutatom icity and serializability

e M RT, regponse tim e goals are usually m ore In portant
than com pleteness orconectness. h TP, correctness is
param ount.

TP and C lientServer C L)

e Iscomm only used for TP, w here clientprepares
requests and servermns transactons

e Thasense, TP system sw ere the firstC S system s,
where the clientw as a temm fnal

TP and D ecision SupportSystem s
D SSs)

e D SSsmun long queries, usually w ith Jow erdata Itegrity
requiram ents than TP.

e A ka.datawarchouse D SS is the m ore generic term .)
e TP system sprovide the raw data forD SSs.
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W hat/'sN ext?

¢ This chaptercoversd TP system structure and
properties of transactions and TP system s

e The restof the course drills deeply nto each
of these areas, one by one.
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