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Case Study 3: fMRI Prediction 

fMRI Prediction Task 
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 Goal: Predict word stimulus from fMRI image 

Classifier 
(logistic regression, 

kNN, …) 

HAMMER 

or 

HOUSE 
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Typical Stimuli 
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Typical stimuli 

Each stimulus 

repeated several 

times 

Zero-Shot Classification 
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 Goal: Classify words not in the training set 

 Challenges:  

 Cost of fMRI recordings is high 

 Can’t get recordings for every word in the vocabulary 

Classifier 
(logistic regression, 

kNN, …) 

HAMMER 

or 

HOUSE 
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Semantic Features 
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Semantic feature values: “celery” 

 0.8368, eat  

 0.3461, taste 

 0.3153, fill 

 0.2430, see  

 0.1145, clean 

 0.0600, open 

 0.0586, smell 

 0.0286, touch 

 … 

 … 

 0.0000, drive 

 0.0000, wear 

 0.0000, lift 

 0.0000, break 

 0.0000, ride 

Semantic feature values: “airplane” 

 0.8673, ride 

 0.2891, see 

 0.2851, say 

 0.1689, near   

 0.1228, open 

 0.0883, hear 

 0.0771, run 

 0.0749, lift 

 … 

 … 

 0.0049, smell 

 0.0010, wear 

 0.0000, taste 

 0.0000, rub 

 0.0000, manipulate 

Zero-Shot Classification 
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 From training data, learn two mappings: 

 S: input image  semantic features 

 L: semantic features  word 

 

 Can use “cheap” co-occurrence data to help learn L 

Features 

of word 

Classifier 
(logistic regression, 

kNN, …) 

HAMMER 

or 

HOUSE 
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fMRI Prediction Subtask 
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 Goal: Predict semantic features from fMRI image 

Features 

of word 

Ridge Regression 
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 Ameliorating issues with overfitting:  
 

 New objective: 
 

 

 

 

 

 

 Reformulate: 

 

 

 

 

 Set gradient = 0 
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Variable Selection 
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 Ridge regression: Penalizes large weights 
 

 What if we want to perform “feature selection”? 
 E.g., Which regions of the brain are important for word prediction? 

 Can’t simply choose predictors with largest coefficients in ridge solution 

 Computationally impossible to perform “all subsets” regression 

 

 

 Stepwise procedures are sensitive to data perturbations and often include 
features with negligible improvement in fit  

 

 Try new penalty: Penalize non-zero weights 
 Penalty: 

 

 

 Leads to sparse solutions 

 Just like ridge regression, solution is indexed by a continuous param λ 

 

 

 

LASSO Regression 
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 LASSO: least absolute shrinkage and selection operator 

 

 New objective: 
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Geometric Intuition for Sparsity 
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Soft Threshholding  

 To see why LASSO results in sparse solutions, look at 

conditions that must hold at optimum 

 

 L1 penalty            is not differentiable whenever  

 

 Look at subgradient… 
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Subgradients of Convex Functions 

 Gradients lower bound convex functions: 

 

 

 

 

 

 Gradients are unique at x if function differentiable at x 

 

 Subgradients: Generalize gradients to non-differentiable points: 

 Any plane that lower bounds function: 
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Soft Threshholding  

 Gradient of RSS term: 

 

 

 

 

 Subgradient of full objective: 
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Soft Threshholding  

 Set subgradient = 0: 

 

 

 

 

 

 

 

 

 

 The value of             constrains 
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Soft Threshholding  
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From  

Kevin Murphy 

textbook 
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Recall: Ridge Coefficient Path 

 

 

 

 

 

 

 

 

 

 

 

 Typical approach: select λ using cross validation 
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From  

Kevin Murphy 

textbook 

Now: LASSO Coefficient Path  
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From  

Kevin Murphy 

textbook 
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LASSO Example  
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Debiasing 
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From Kevin Murphy textbook 
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Sparsistency 

 Typical Statistical Consistency Analysis:  

 Holding model size (p) fixed, as number of samples (N) goes to 

infinity, estimated parameter goes to true parameter 

 

 Here we want to examine p >> N domains 

 Let both model size p and sample size N go to infinity! 
 Hard case: N = k log p 
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Sparsistency 

 Rescale LASSO objective by N: 

 

 

 Theorem (Wainwright 2008, Zhao and Yu 2006, …): 

 Under some constraints on the design matrix X, if we solve the LASSO 

regression using 

 

     

     Then for some c1>0, the following holds with at least probability 

 

 

• The LASSO problem has a unique solution with support contained 

within the true support 

• If        for some c2>0, then  
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fMRI Prediction Results 
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 Leave-one-out-cross-validation 

 Learn ridge coefficients using 59 fMRI images 

 Predict semantic features of heldout image 

 Compare whether very large set of possible other words 
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