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Describable visual attributes

4-Legged White Male

Orange Symmetric Asian

Striped lonic columns Beard
Furry Classical Smiling

Slide from N. Kumar



Attributes In Vision

A Face verification

male female

A Image description
I Can be used for keyword search

A Zeroshot learning
I Use descriptions for learning with no examples



Learn Attributes

A Label data on Mechanical Turk:

A Is male?
A Isasiar?
A Has glasses?

A Training SVM classifiers on features response
i SIFT, HOG, LBP, RGB

A Learnt across many categories



Scalability issues

A Given an attribute it is easy to get labeled date
on AMT.

A But, where do attributes come from?
I Domain knowledge from experts
I Expensive and not scalable



Attribute Discovery

A Nameable attribute discovery
A Discover attributes from product descriptions



Nameable Attribute Discovery

A Interested in nhameable attributes, humans
should understand them.

A

Nameability .
>
Discriminative power
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Nameable Attribute Discovery

A Consider attributes alsyperplanesn feature

space.

A Find attributes that separate best intetass

confusion.

A Send them to AM
nameable or not.

to decide If an attribute Is

I There are too many attributes to consider

i Model the manifold of nameable attributes and
only send the probably nameable ones to AMT.



Nameable Attribute Discovery




Attributes from Product Descriptions
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gently cascade down on these
delicate beaded 10K earrings.

The 12K pink and green gold IeaTs
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Attributes from Product Descriptions

Rock and roll in these sexy, strapped heels from Report
Signature. The smoldering Rockwell features a grey

patent leather with pleated satin crossing at the open
toe atop a 1 inch platform, patent straps closing around
the ankle with a gold buckled, and finally a 5 inch patent
cone heel. Sizzle in these fierce rhigh shoes.
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Attributes from Product Descriptions

A Find candidate attributes:
I Learn visual models for certain words in the object
description.
| Take the ones that their visual models best predict
the attribute in the description.
| Cluster them based on mutual information
Alstiletto, stiletto heel, sexy, traction, fabulous, styling}
A{tote, handles, straps, lined, open}



Attributes from Product Descriptions

A Classify attributes:

I Localizable:
A Consider image as bag of regions.

AlLearn classifiers based on these bags with multiple
Instance learning.

AIf most probability of the learnt classifiers is in a small
region, the attribute is localizable.

I Attribute type:

ADistinguish between color, texture and global attributes
by learning on bags of feature types.



Attributes from Product Descriptions




Attribute limitations

AMany attributes are ambiguous

Is male?

Isasiar?

Has long hair?

Has thin eyebrows?
Has round jaw?



Attribute limitations

AMany attributes are ambiguous

Is male?

Isasiar?

Has long hair?

Has thin eyebrows?
Has round jaw?

Person A Person B
Is A more male than B?
Is A moreasianthan B?
Has A longer hair than B?
Has A thinner eyebrows than B?
Has Aarounder jaw than B?



Relative attributes

277

Natural Not natural
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Labeling data

Binary Attributes Relative Attributes

Young: Yes
| Smiling: No

Young: Yes
Smiling: Yes

Young: Yes
Smiling: Yes

' Young: No
1 Smiling: Yes

Young: Yes
Smiling: No




Learning relative attributes

Binary Attributes Relative Attributes
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Learning relative attributes

Binary Attributes

Conditions that hold:

A'Q(e) pforpositive
examples of attributeo(0 ).

A Q(e) p for negative
examplesof attribute w(0 ).

Relative Attributes

Conditions that hold:

Al (e) 1 (e)forpairs
(‘AQwhere attributed is
stronger inGQ0 ).

Al (e) 1 (e)forpairs
(‘@Qwhere attributed is
similar inGnd @'Y ).



Learning relative attributes

Binary Attributes
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A , andr are slack variables

A 6 is a tradeoff between
maximizing the margin and
satisfying the conditions.

Relative Attributes

I ET-|= || 6 B(, [ )
@8 (¢ o) p I (AN O
|~:::j:::- (o ° )| r h | (ﬁ@“ Y
i TT

A . and/ are slackariables

A 6 is a tradeoff between maximizing
the margin and satisfying the
conditions.



Learning relative attributes

Two possible ranks:
A ScorebasedRelative Attribute rank |

l (¢) Q(eo) = @ .
Use the score of the classifier to measure th: |©
relative strength of the attribute

A Relative attribute rank:
i (e) o o




Learning relative attributes

A Test on two datasets (scenes in OSR and faces in

PubFig,

Binary Attributes
YoungM, S
MasculineH
SmilingM, S

ANEAN

Transfer from Category-to Images

X oo B3

Not Smiling Smiling  Smiling

Relative Attributes

Young: H<S<M
Smiling: H<S<M
Masculine:&X M <H

/[ |

Transfer from Category to Images
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Learning relative attributes

A 8 categories in both datasets, 8 attributes in
OSR and 11 attributes PubFig

A Learnbinary and relative attributes.

A Compare how well they rank images based or
the defined partial ordering.

| 'sceneOSH FacesubFig
Score-based Relative Attribute ran 80% 67%
Relative attributerank 89% 82%




Applications

A Zeroshot learning
A Image description



Zeroshot learning

A Train relative attributes on a set of categories.
A Describe unseen categories with comparisons
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A Build a model based on the attributes for the
unseen categories.

A Test the accuracy of that model.



Zeroshot learning

Relative attributes space

Seen Categories

Young: E‘ n - Smiling: E j“‘ [rj ----------------------------- \‘

Unseen categories
Young: S*>C>H M>-Z
Smiling: M>-Z

Smiling

............

Youth

Unseen categories are modeled as Gaussian
distributions in attribute space constrained by
the category definition.



Zeroshot learning

Proportion of unseen categories

OSR PubFig
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Baselines:

A SRA: Scorbased Relative Attributes

A DAP: Direct Attribute Prediction
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Zeroshot learning

Amount of supervision

OSR PubFig
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# labeled pairs # labeled pairs

Unseen categories are described with respect to N labeled pairs of seen
categories



Accuracy
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Zeroshot learning

Amount of supervision

OSR PubFig
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Zeroshot learning

Amount of supervision
OSR PubFig
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