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Abstract
Although static type systems are an essential part in teaching and research in software engineering and computer science, there is hardly any knowledge about what the impact of static type systems on the development time or the resulting quality for a piece of software is. On the one hand there are authors that state that static type systems decrease an application’s complexity and hence its development time (which means that the quality must be improved since developers have more time left in their projects). On the other hand there are authors that argue that static type systems increase development time (and hence decrease the code quality) since they restrict developers to express themselves in a desired way. This paper presents an empirical study with 49 subjects that studies the impact of a static type system for the development of a parser over 27 hours working time. In the experiments the existence of the static type system has neither a positive nor a negative impact on an application’s development time (under the conditions of the experiment).

Categories and Subject Descriptors D.3.3
[Programming Languages]: Language Constructs and Features

General Terms Experimentation, Human Factors, Languages.

Keywords Type Systems, Programming Languages, Empirical Study, Dynamically Typed Languages

1. Introduction
Static type systems (see for example [1, 19]) are one of the major topics in research, teaching as well as in industry. In research, new type systems appear frequently either for existing programming languages (such as for example the introduction of Generics in Java) or new programming languages are constructed that provide a new static type system.

In teaching, students are educated in the formal notation of static type systems as well as in proofs on static type systems (see for example [1, 19]). In industry, type systems become important for different reasons. Possibly, a programming language in use evolves by introducing a new static type system. If this new static type system should be applied, developers need to be educated, which causes additional costs. Maybe existing libraries or products should be adapted to match the new type system which also causes additional costs. Finally, additional tools might be required due to the new type system (such as tools that measure the current state of the software product) which potentially also cause additional costs.

An example for such a static type system that evolves in a programming language with industrial relevance is Java: since the introduction of Generics in Java there is still a huge number of applications and APIs available that do not use Generics. Hence, for industry a main question is whether it is rewarding to educate developers to use the new static type system and whether there will be a return on investment for migrating existing non-generic APIs to the new static type system.

In general, for industry it is important to determine whether such an investment is reasonable, i.e. whether the expected benefit of static type systems represents some future revenues. This means, it is necessary to understand what the advantages and maybe additional costs of using a static type system are.

In industry, it is also observable that dynamically typed programming languages such as PHP or Ruby become more and more important for specific domains such as website engineering. Also, dynamically typed programming languages such as Tcl or Perl are still used in software development. For future developments of such languages it seems valid to ask, whether new releases of such languages should provide a static type system – assuming that a static type system has a positive impact on software development.

However, while static type systems are well-studied from the perspective of theoretical computer science, there is hardly any knowledge about whether a static type system plays a relevant role in the practical application of a
programming language. There is even a number of researchers that advocate the use of dynamically typed programming languages instead of statically typed ones (see for example [26]) – and who emphasize the tradition of dynamically typed programming languages such as Smalltalk, Lisp, etc.

In literature, typical arguments for static type systems (see e.g. [2]) are for example:

Static type systems...
- capture a large fraction of recurring programming errors
- have methodological advantages for code development
- reduce the complexity of programming languages
- improve the development and maintenance in security areas

On the other hand common arguments against static type systems can be found for example in [6, 18, 26]:
- Static type systems unnecessarily restrict the developers
- No-such-method exceptions which are caused at run-time because of missing type-checks do not occur that often
- No-such-method exceptions mainly occur because of null-pointer exceptions (which also occur in typed programming languages)

The arguments for and against static type systems seem to be valid but contradict each other. For industry, a common problem is that it is unclear which arguments should be trusted.

This paper contributes to this question by an experiment whose focus is on static type systems and software development, i.e. we address the question whether a type system has a positive impact on the development of a piece of software.

Thereto, we introduce an experiment which measures at two different points whether either the development time of a rather easy piece of software was improved by a static type system, or whether the resulting quality of a large piece of software was decreased.

This paper shows that within the experiment the use of the statically typed programming language did not have a significant positive impact on the software project – while there was a significant difference in the development time for the smaller piece of software (for a subproject of the whole one, the dynamically typed developers significantly performed better), there was no significant difference between the statically and dynamically typed solutions with respect to the resulting quality of the whole project.

Section 2 briefly discusses related work in the area of empirical studies on type systems. Section 3 discusses shortly the background of the experiment by explaining first the logic of empirical experimentation and second the initial considerations for the experiment. Section 4 introduces the experiment. Sections 5 and 6 analyze the data. Finally, section 7 summarizes and concludes this paper.

2. Related Work

We are aware only of three works which are directly in the area of empirical evaluations of usability of static type systems apart from our works.

The first one by Prechelt and Tichy [23] concentrates on the impact of static type checking in procedure arguments. Prechelt and Tichy checked the impact of static typing by letting subjects perform a programming task in a language with static type checking as well as in a language without static type checking with the result that there is a significant positive impact on the developer’s productivity for those developers that used the static type checker. The main difference between the here introduced experiment and the one by Prechelt and Tichy is, that the here introduced experiment considers the development of an application from scratch, while the authors of [23] mainly address the use of a certain API. The amount of time required by the task studied in [23] (which is approximately 5 hours) is comparable to the first point of measurement analyzed here. It is noteworthy, that the results of the experiment in [23] contradict the results of the here introduced experiment. Concerning the languages the difference between the here introduced experiment and the one in [23] is, that in [23] two C dialects were used, where both of them required type declarations in the code (where only one language performed the static type check) – the here introduced experiment uses a language with and without type declarations.

The second experiment we are aware of is the one performed by Gannon [7]. There, also a controlled experiment was performed that compares the use of a statically typed vs. dynamically typed programming language. Again, the result of the study in [7] reveals a positive impact of static typing.

The third experiment is a qualitative pilot-study on type systems [5] where programmers were observed that used a new type system for an existing language. Although the study is just a qualitative one, the authors seem to suggest that at least in the specific setting of the experiment the benefit of the type system could not directly be shown.

In [13] we performed a small study (where the required development time for all tasks per subject was less than 2 hours) on the impact of static typing using the programming languages Java and Groovy, where Groovy was applied only as a dynamically typed Java without the additional language features provided by Groovy. In fact, the study in [13] was performed after the study described in this paper and the outcome of the work described in this paper directly influenced the experimental design of [13]. The tasks in [13] were designed in a way, that the tasks differed with respect to the number of expected type casts that needed to be performed in order to fulfill the programming tasks. The outcome of the experiment in [13] was, that subjects required less development time in order to fulfill tasks which have a small number of type casts. However, for bigger tasks (with even more expected type casts) no difference in the development time was measured.

One further experiment by Prechelt [22] could also be considered as an experiment that compares statically typed and dynamically typed programming languages. However, the main focus of the experiment is not the typing issue but the question whether or not the language is a script or compiler language. In that experiment, the programming effort for developers using the (untyped) languages Tcl, Rexx, Python and Perl was rather lower than the effort for C++, Java and C. However, while this experiment seemed to be an argument for dynamically typed
languages, it is unclear whether the static type system was an influencing factor for this difference.

Based on the previously described experiment by Prechelt, Gat performed an experiment [8] in order to determine differences in development times, execution times, etc. between Java, C++ and Lisp. With respect to programming effort, it turned out that the effort for Lisp programmers was less than for C++ and Java programmers. Again (corresponding to the previous paragraph) it is unclear whether this difference was caused by the different type systems – or whether it was caused by different language semantics, IDEs, etc.

In [14] Hudak and Jones describe an experiment that also measures the impact of different programming languages. While in correspondance to [8] Lisp seems to have a positive impact on development time, it also seems that programming in (the statically typed programming language) Haskell requires less effort than for example Ada.

Finally, in [12] a first impression of the here described experiment is given (without any detailed experiment description or any detailed analysis).

3. Background and Motivation

While the use of empirical methods has some relevance and background in the area of software engineering (cf. for example [15, 21, 27]) its application in the area of programming language design is not often practiced. Due to this, this section gives first a short overview of the logic of experimentation. Afterwards, initial considerations for designing an experiment are described.

3.1 Logic of Empirical Experimentation

In order to understand the possible insights of the here presented experiment, it is necessary to understand the logic of the underlying empirical experimentation.

There is a number of different approaches to achieve empirical insights via experimentation (see for example the introduction in [15] and the discussion in [10]) such as benchmarks for measuring the performance of languages or simulation for generating possible scenarios for user input, etc.. A number of these approaches follow the idea of being capable to generalize from an experiment's results. The author would like to emphasize that this is not the case for the here described experiment.

The experiment in this paper is built to test a hypothesis: starting from the existing experiments with a quantitative analysis that were already described in the related work section (see [23, 7] with the corresponding description in section 2) the experiment's hypothesis is, that statically typed programming languages have a positive impact on the development time for a programming task, i.e. using a statically typed language instead of a dynamically typed one saves development time for a programming task. Using this hypothesis an experiment was designed and performed in order to check whether this hypothesis (still) holds. In case the hypothesis turns out to be confirmed by the experiment, the experiment can be considered as one more indicator that the initial hypothesis is true. In case the experiment rejects the hypothesis, a situation is found where the hypothesis does not hold – consequently, the general statement of the original hypothesis needs to be reconsidered and additional research and experimentation is required in order to determine more precisely under which circumstances static type systems save development time.

It is important to note that it is not possible to draw a general statement from an experiment. If for example the experiment confirms the hypothesis, it is still no general proof of the hypothesis. In the same way, if the outcome of the experiment is completely different than the original hypothesis (i.e. if the experiment would show that dynamically typed languages reduce development time) it is still no general proof that dynamically typed languages save development time. It is also not the case that a rejected hypothesis proves the falsity of previous experiments such as the ones in [23, 7]: a single experiment is just another test of the original hypothesis.

Although it would be desirable to have a large set of experiments to check a single hypothesis, there is a reason why typically no larger sets of experiments are available (see also [25, 10]): performing a single experiment as the one described in this paper requires a large set of resources. The experiment of this paper required approximately 2000 hours working time of subjects in a controlled setting (time for teaching subjects and time required by subjects to solve a programming task). Furthermore, the preparation of the experiment (experimental design, implementing a programming language for the experiment, etc.) required some additional months. Due to a typical limit of resources, it is rather not the case that a larger number of experiments with a size comparable to the one described in this paper is available (especially not by a single working group) – although it would be desirable in order to have a broader spectrum of empirical knowledge (see [10]).

3.2 Initial Considerations for an Experiment

The starting point of the experiment is the hypothesis underlying the work in [23, 7]: the application of static type systems reduces the development time of programming tasks.

Here, especially the study in [23] has quite a mature experimental design where the subjects solved programming tasks in a programming language with static type checks as well as in a programming language without such static checks. However, two main points were unclear for the author of the here introduced paper. First, is it unclear how far the fact that existing languages were used in the experiment influenced the results. It is possible that different qualities of development environments (IDEs, debuggers) as well as different qualities in the documentation of the programming languages influenced the results. Seconds, it is unclear whether it is possible that subjects which are already familiar with a statically type-checked version of a language can just switch to the language without such static type checks. Here, it is questionable whether "having already static types in mind" already influences the developers. This objection can be supported by the fact that both languages in the

1 A more detailed motivation for, and discussion of empirical studies and their implications can be found in [10].
experiment in [23] required type declarations in the code—hence, it seems as if the programmers’ mental models with respect to type systems were the same.

Hence, a first consideration for a new experiment is to provide a new programming language with the same tool support and the same documentation to subjects. Next, instead of trying to teach both versions to the same set of subjects, the idea is to teach subjects only one of both languages, i.e., subjects which should solve the programming tasks using the dynamically typed language should not even know the statically typed language (and the other way around). A resulting problem of this approach is, that the experimental design is quite limited (because the same subjects are not tested twice) and as a consequence, the results possibly depend on the different qualities of the subjects in the two groups (statically and dynamically typed groups). In order to reduce this problem the size of both groups should be high.

One further problem is that a programming task description that is not precise enough has the problem that different subjects understand the tasks in different ways. In order to reduce the problem, it seems desirable to provide the task description in a formal way which does not permit to leave any space for misinterpretation. Consequently, it cannot be argued that differences in the solutions are the result of possible misunderstanding of the programming tasks.

The next consideration is related to the way how it should be determined how development time differs. Here, different forces seem to have a direct impact. First, time and quality seem to be two facets of the same problem: the more time developers have, the more time they can spent on design decisions, code improvements, testing, etc. Hence, it seems intuitive that more time also increases the quality of the resulting software. Second, the term quality consists of different facets such as maintainability, readability, extensibility etc. as well as the number of implemented functional requirements.

Concerning the problem of dependent time and quality, it is desirable to design an experiment in a way that one of both variables is fixed. While it is clear how to fix time, it is not obvious how to fix the quality of the solutions.

The problem with maintainability, readability and extensibility is that no stable metrics are available for them which makes it hard to come to an objective decision about how large the difference of the quality between one program and another one is. A possible solution could be to perform code reviews. However, code reviews have the problem of “subjective code reviewers” - a problem that only can be addressed by having a larger number of independent code reviewers. A larger set of code reviews for each program requires a statistical analysis for each single program in order to determine the average review of the program before having the possibility to compare different programs. This also has some potential risks in cases where different reviewers have completely different opinions about the quality of a program. From the practical perspective, having a large number of code reviews (with the previously explained potential risk) was considered to be not adequate for the experiment. Due to this, a decision for the experiment was to do no code reviews, but to test only the number of implemented functional requirements via test cases.

Hence, since the way how time and quality should be measured is determined, it needs to be determined which of the variables should be fixed. The idea of the experiment was to have both measurements in the same experiment. For the whole experiment, a fixed amount of time should be given to the subjects in order to determine how many test cases the subjects were able to fulfill within the time. Additionally, for a subtask of the experiment, a set of test cases should be used in order to determine how long subjects needed to fulfill these test cases.

It is important to note that if we are interested in measuring differences in the number of passed test cases (by fixing development time) then we have to make sure that the programming task given to the subjects cannot be solved by the subjects completely - otherwise no difference in the number of passed test cases can be observed. Hence, the task must be hard enough or (from the other perspective) the time to solve such a task must be small enough.

4. Experiment

The introduced study is a relatively large study with 49 subjects and required for each subject approximately 27 hours pure development time. Including the teaching time for each subject, between 43 and 45 hours working time was required per subject.

While the recording of the experiment permits a detailed analysis after the experiment took place, the focus of the experiment is on the development for two tasks: a parser and a scanner.

Section 4.1 gives an overview of the whole experiment. Section 4.2 briefly describes the programming language and its IDE used in the experiment. Section 4.3 describes the experiment setting, section 4.4 describes the measurement and 4.5 briefly discusses the validity of the experiment.

4.1 Experiment Overview and Design

In the experiment, 49 subjects (undergraduate students, selected using convenience sampling [27]) were asked to write a simplified Java parser (for Mini Java). The subjects had already passed fundamental Java programming courses as well as fundamental courses on formal languages. The specification of the simplified Java parser to be written was delivered via a context-free grammar. Furthermore, the subjects were asked to start their task by developing a (simplified) scanner that removes special characters from a word to be tested in the parser and that groups characters as tokens. For both, the scanner and parser, we expected a simple interface: the scanner (class JScanner) required a method scan with one parameter that receives the string to be scanned and which returns a list of tokens. The Parser (class JParser) required a method parse which receives a string as a parameter and which returns a boolean value that determines whether or not the passed string represents a word of the language defined by the grammar.

The subjects were divided into two groups. Each group was trained in a programming language written for the experiment. The only difference between both groups was, that one had a language with a static type system while the other one used a dynamic type system. After training, each subject had a fixed amount of time of 27 hours to
implement the parser. The scanner implementation was part of these 27 hours. The 27 hours working time were controlled: the subjects could only work on their implementation within supervised rooms of our institute.

According to this description, the underlying experiment follows a 2x2 design where the programming language is one variable and the task is another one. Both variables (programming language and task) have two treatments. For the programming language, the two treatments are the language with and without the static type system, for the tasks we have the treatment scanner and parser.

Furthermore, the experiment was designed as a between-subject design (see for example [20]), since a subject did not perform the same tasks twice (nor changed between the language). I.e. the comparison is done between different subjects (and not between the subjects themselves). The reason for this design choice was mainly motivated by the fact that once a type system is being taught, we assume that people already “think in term of this type system”, i.e. even removing the static type system from the language does not make these people “dynamically typed programmers” (see discussion in section 3).

4.2 Programming Language

While other researchers (such as for example [23]) use existing programming languages and IDEs within their experiments, we decided to implement a new language with a corresponding IDE just for the purpose of the experiment (and following experiments).

Our motivation for this is, that we wanted to exclude any influence on the experiment caused either by subjects who already know the language or which already have practical experience with the IDE. In that way we also exclude the effect of different qualities of documents between different languages: different languages have different sources of information such as handbooks and web forums, so that differences in the measurement of an experiment might not be (only) the result of the language features being studied, but also the result of different qualities of information about the language. Consequently, since a new language was used in the experiment, the language was being taught within the experiment.

We wrote a new object-oriented programming language (with some similarities to the programming languages Smalltalk, Ruby and Java) called Purity in two versions: a statically typed as well as a dynamically typed version.

Purity is a simple class-based, object-oriented language with single implementation inheritance and late binding. Corresponding to the language design of Smalltalk, Purity does not distinguish between primitives (such as Integer or Boolean with corresponding operations) and objects. Instead, all elements of the language are objects which have a class definition with corresponding methods.

The dominating language construct of Purity is blocks (which is the Smalltalk version of closures, see [9]) which are used for different purposes such as conditional statements or loops. As a consequence, Purity contains few language constructs. Similar to the language design of Smalltalk, if is not a language construct itself, but is provided by corresponding methods in class Boolean. The only loop provided is the while-loop which is represented by a method in block objects. Field access is only provided via methods, i.e. only an object itself is allowed to access its fields. More mature features such as multi-threading or GUI support are not implemented in the language.

![Figure 1. Snapshot of Purity IDE (Language & IDE used in Experiment).](image)

The programming language includes a simple API with 14 basic classes such as Integer, Boolean, Block, String and LinkedList and five additional helper classes (different kinds of Exceptions). Additional to the programming language, a small IDE was provided, which includes a class browser, a test browser (for running the application and tests of applications) and a console window.

Figure 1 illustrates Purity's IDE (for the dynamically typed Purity). On the left hand side, there is a Class Browser which shows all classes, methods, fields, and superclass. The class browser also contains an editor for editing methods. On the right hand side, there is the test browser which shows all test classes and their test methods. The test browser permits to run a test (the only way to executed code in Purity) and shows failures and errors caused by a test case. The output window represents the console, which permits developers to print out strings. While developers are allowed to open as many class browsers as they like, only one output window and one test browser was allowed.

The static type system of the statically typed Purity is non-generic and nominal and can be compared to the type system of Java up to version 1.4 (without primitive types): all classes implicitly represent a type, whereby a type consists of its name and its associated methods. In contrast to e.g. Java, Purity does not provide any access modifiers (such as public, private, etc). Hence, it is not possible to exclude any methods from its static type. Since the type system is non-generic, elements of LinkedList (as the only available collection in Purity) are accessed by the static type Object. The static typing of blocks was implemented similar to the proposal that can be found in [9].

The static type checks are (for the statically typed version of Purity) performed just before the developer tries to execute a piece of code. Static type errors are shown in
an additional window which lists all static type errors in the code in addition to where these typed errors occur (of course, such a window is not available in the dynamically typed version of Purity). The static type check is performed on the whole code base. Hence, a type error in one single method (even though it is not the method currently edited by the developer) prevents the developer from executing the code.

```java
//simple method for dynamically typed Purity
myMethod { in
  locVar | // declaration of local variable
  locVar := in; // sets local variable to in
  if (10 > locVar) { whileFalse ( // loop from 1 to 10
    blockVar | // declaration of local block variable
    locVar = locVar + 1; // increases local variable
    blockVar := locVar; // assignment to block variable
    Transcript.printString(blockVar.asString()); // prints value
  );
  } +42; // returns 42 //
}
```

```java
//simple method for statically typed Purity
Integer myMethod { Integer in // method with int parameter
  locVar | // declaration of local variable
  locVar := in; // sets local variable to in
  if (10 > locVar) { whileFalse( // loop from 1 to 10
    blockVar | // declaration of local block variable
    locVar = locVar + 1; // increases local variable
    blockVar := locVar; // assignment to block variable
    Transcript.printString(blockVar.asString()); // prints value
  );
  } +42; // returns 42 //
}
```

Figure 2. Example code for dynamically typed and statically typed Purity

It should be emphasized that the whole API of the statically typed Purity is the same as the API of the dynamically typed Purity (except the type annotations in the code). The only semantic difference between the statically typed and dynamically typed Purity is the existence of a type cast operator in the statically typed Purity.

Figure 2 illustrates a basic method definition for the dynamically typed as well as the statically typed Purity. In both cases the method receives an Integer object as input parameter and stores it to the local variable locVar. Then, a block (without any parameter and without any local variable) represents a loop invariant that checks whether locVar is smaller than 10. The loop’s body is represented by a corresponding block passed to the method whileFalse. The block has no parameter and one local block variable (blockVar). The loop body increases the variable and prints it out.

The teaching material used for Purity is the same for the statically typed and the dynamically typed version. The only difference is, that the teaching material for statically typed Purity contains a section about the type system with a special focus on blocks.

4.3 Experiment Execution

49 subjects (undergraduate students from the University of Duisburg-Essen, selected using convenience sampling) participated in the experiment as subjects. They were not aware of what was being studied within the experiment (they were told that it was an exploratory study on how students program). None of the subjects ever wrote a parser or a scanner.

First, an interview with the students was performed that checked their background. The motivation for this was, that we wanted to have balanced groups, i.e. the statically as well as the dynamically typed group should have a balanced number of experienced and unexperienced developers. Thereto, we asked for their current programming skills, their known programming languages and how long and in what environment they worked already in industry.

The whole study was not performed in a single session. Instead, the process of selecting students and dividing them into 2 groups was distributed over one year (with six sessions).

The programming language was taught to the subjects for the dynamically typed programming language in 16 hours including pure presentations, as well as hand-on sessions to the subjects. The statically typed programming language was taught in 18 hours – the difference in the time can be explained by the additional effort for teaching the static type system, where a special focus of the training was on blocks (since the subjects all had the background of Java).

After that, each subject had to implement the scanner and parser within 27 working hours divided into 4 working days. The corresponding context-free grammar was described by a Backus-Naur notation.

These 27 hours were controlled and took place in the experimental environment. Coffee-breaks etc. were not included in these 27 hours. The subjects were permitted to arrange their time freely, i.e. they were permitted to arrive at different times. The subjects were not permitted to take any material from the experimental environment. I.e. the language itself and its IDE, handbooks, etc. always stayed in the experimental environment. Furthermore, the subjects signed a paper which obliged them not to share any information with other subjects.

4.4 Recording and Measurement

While the experiment was running, all changes in the code base were logged so that it was later on possible to reconstruct all user inputs at a certain point in time: whenever the developer added or removed a class or whenever a method was added to (or removed from) the system, a corresponding log entry was generated in the background. A change in the code base was the moment, when developers edited a method and stored it in their environment.

Based on that, we measured the time the subjects required to implement a scanner and the quality of the

---

2 Convenience sampling describes the construction of a sample from a population which is close at hand (see [27] for a more detailed discussion).
resulting parser. I.e. the measurement of the experiment consists of two different metrics: time and quality.

For the scanner implementation we defined 23 test cases that represented from our point of view the minimal functionality required in the system. These test cases were not delivered to the subjects but only used for evaluation purposes later on. Hence, subjects were not able to use the definition of test cases in order to increase their development speed.

Based on the log entries and the test cases we were able to determine the point in time when subjects fulfilled these test cases. We did that by reconstructing all developer activities and after any change in the code we rerun the tests. We considered the point in time when all test cases were fulfilled as the reference point where the developer finished a minimal scanner. Once, we have the development times for the statically and the dynamically typed group, we can compare them via a corresponding statistical analysis.

In order to measure the quality of the resulting parser we defined a set of 200 test cases that represented valid words of the language defined by the grammar. Additionally, we specified 200 invalid word. Hence, fulfilling 50% of the test cases has the same quality as a parser which returns the constant true or false. The test cases were not delivered to the subjects. We ran the test cases on the delivered project of each subject. Hence, we get for all subjects a number of successful test cases and can compare the number of successful test cases for the statically as well as for the dynamically typed group.

### 4.5 Threats to Validity

According to the known guidelines for empirical research in software engineering (see for example [16, 17]), it is necessary to make explicit all elements that potentially threaten the validity of an experiment.

First, it is necessary to emphasize the argumentation of the measurement: the paper compares development times between two groups using a different programming language. While we think that this is valid for comparing both groups, we doubt that the measured development times for the scanner or the number of successful test cases for the parser are representative for any other scenario: since the programming language being used is a new one, it is unclear how much of the development time is spent on handling a new technique instead of solving the problem. Consequently, neither the development times for the scanner nor the number of test cases can be considered representative for the same tasks using a known language. Nevertheless, the study has not the focus on the development time – its focus is on the difference of development times.

The study uses students as subject and it is often argued that students do not represent a valid sample for developers (see [24] for further discussion). It could be argued here, that one characteristic of the experiment is, that a new language must be learned. Here, it is unclear whether students or professional developers (or any of them) have a benefit (see further [3]). Concerning the students, it is necessary to state that none of them already implemented a scanner or a parser. Consequently, the measured development time does not only contain the “translation of the programming task into code” but also the “intellectual effort to design a solution”.

Another threat to validity is, that the subjects were grouped into two groups based on interviews. It is possible that the estimation of the person, who did the experiment, was wrong regarding the developers’ experiences.

Next, it can be argued that 16 hours training is not enough for learning a new language (and a new IDE). This is definitively the case. However, it should be emphasized that the language, its API as well as its IDE was kept very simple, so that we considered the training to be sufficient. The only problematic element we identified was that the subjects had problems to understand the semantics of blocks due to the Java background of the subjects. However, since this problem was equal for all subjects, we consider it to be less problematic for the internal validity of the experiment.

Concerning the additional two hours for the type system, it can be argued that two hours are not sufficient to learn the type system of a language. Here, it needs to be emphasized that all subjects already had a Java background. Consequently, they were already familiar with nominal type systems. The new element for the subjects were blocks, hence the training of the static type system mainly focused on the static typing of blocks.

<table>
<thead>
<tr>
<th>Dyn. Typed</th>
<th>Stat. Typed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject</td>
<td>sec</td>
</tr>
<tr>
<td>1</td>
<td>8141</td>
</tr>
<tr>
<td>2</td>
<td>3837</td>
</tr>
<tr>
<td>3</td>
<td>3127</td>
</tr>
<tr>
<td>4</td>
<td>2466</td>
</tr>
<tr>
<td>5</td>
<td>7260</td>
</tr>
<tr>
<td>6</td>
<td>1122</td>
</tr>
<tr>
<td>7</td>
<td>2321</td>
</tr>
<tr>
<td>8</td>
<td>1831</td>
</tr>
<tr>
<td>9</td>
<td>7335</td>
</tr>
<tr>
<td>10</td>
<td>1699</td>
</tr>
<tr>
<td>11</td>
<td>1276</td>
</tr>
<tr>
<td>12</td>
<td>1397</td>
</tr>
<tr>
<td>13</td>
<td>3912</td>
</tr>
<tr>
<td>14</td>
<td>2304</td>
</tr>
<tr>
<td>15</td>
<td>5430</td>
</tr>
<tr>
<td>16</td>
<td>2851</td>
</tr>
<tr>
<td>17</td>
<td>8379</td>
</tr>
<tr>
<td>18</td>
<td>7510</td>
</tr>
<tr>
<td>19</td>
<td>1839</td>
</tr>
<tr>
<td>20</td>
<td>4250</td>
</tr>
<tr>
<td>21</td>
<td>3039</td>
</tr>
</tbody>
</table>

**Figure 3.** Measured experiment results for scanner.

One serious argument against the validity is, that the programming task is a relative large one. Although this can be seen as a good approach to reduce the often mentioned argument, that empirical studies are typically too small in order to get any meaningful results (see [25]), it has the disadvantage that possible effects such as design choices of programmers become an influencing factor of the experiment. We do not think that it is possible to reduce this problem: either an experiment has a relative trivial task where developers do not have enough freedom to do relevant design choices, or it has not. In the first
case, the programming task can be reduced to the typing speed of the programmer. The latter one inherently contains such design choices.

Concerning the tasks, it is problematic that it was not explicitly requested from the subjects that they have to finish the scanner completely before continuing with writing the parser. As a consequence, we cannot be sure at what point in time the subjects switched to the parser task without finishing the scanner task. The experiment addresses this threat by using only a minimal set of test cases for the scanner – assuming that developers do not even want to finish before working on the parser task.

One further concern we see is our decision to use black-box testing via test cases as the criterion for the quality of the resulting applications. As a consequence, we consider a piece of software that has a high number of passed test cases to be better than a piece of software with a lower number of passed test cases. This implies, that a very good implementation of a parser, where the developer has misunderstood the start production rule of the grammar, is considered to be bad. A different alternative to address this problem could be to do code reviews by experts that judge on the quality of the resulting pieces of code. We discussed this issue intensively in section 3 where our main argument is that for this experimental setting the use of code reviews is rather not practical (see discussion of initial considerations in section 3.2).

5. Analysis of Scanner Task

We start the analysis by describing the experiment’s results for the scanner implementation and then performing significance tests in order to check whether there are significant differences in the development times using the statically typed and dynamically typed programming language.

The data used here comes from 49 subjects, 25 in the dynamically typed group and 24 in the statically typed group. 4 subjects from the dynamically typed group and 3 subjects from the statically typed group failed to fulfill the scanner task (while some of them were still able to finish the parser task). Hence, we removed those seven subjects for the analysis of the scanner. Hence, the analyzed data within this experiment comes from two groups of equal size: the group with the dynamically typed language as well as the group with the statically typed language consisted of 21 subjects.

5.1 Results and Descriptive Statistics

Figure 3 shows the measured results of the experiment, i.e. the number of seconds (and hours) required by each subject to fulfill the test cases. For example, on the left hand side, the third line says that subject number 3 required 31275 seconds (respectively 8.69 hours) in order to fulfill the minimum requirements. Subject number 24 (which is a subject that used the statically typed language) required 23413 seconds (respectively 6.50 hours).

Based on the experiment results, we computed the descriptive statistics (see Figure 4). Here, we see that the sum of development times (and hence the arithmetic mean), the maximum, the minimum and the median of the group with the dynamically typed programming language is less than the corresponding values of the group with the statically typed programming language. Furthermore, we see that the differences are quite high (for example, the sum of development times of the dynamically typed solution is 391,107 seconds, while the sum of times for the statically typed solution is 582,602 seconds).

<table>
<thead>
<tr>
<th>mean (sec.)</th>
<th>max (sec.)</th>
<th>min (sec.)</th>
<th>arth. mean (sec.)</th>
<th>median (sec.)</th>
<th>std. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyn. Typed</td>
<td>391107</td>
<td>42501</td>
<td>2851</td>
<td>18624</td>
<td>16994</td>
</tr>
<tr>
<td>Stat. Typed</td>
<td>582602</td>
<td>56695</td>
<td>3653</td>
<td>27743</td>
<td>28463</td>
</tr>
</tbody>
</table>

Figure 4. Descriptive statistics for scanner task

In order to have a more intuitive representation of these differences, Figure 5 shows a box plot for the dynamically typed and the statically typed group, which visualized the lower quantile, the median and the upper quantile of the underlying data set.

Because of these results it seems reasonable to assume that there is a significant difference between both times which will be checked in the next section.

5.2 Checking Significance in Means

In order to check whether there is a significant difference between both values it is necessary to formulate a hypothesis which needs to be checked by a corresponding significance test.

Figure 5. Box plot for scanner task

Since the subjects differ from each other with respect to the applied programming language (no subject did the implementation with the statically and the dynamically typed language), a significant test for independent samples is required.

At the current point, we cannot assume any underlying distribution for the measured data. Hence, it is necessary to apply a so-called non-parametric significance test (cf. [4]). A test that can be applied here is the (non-parametric) Mann-Whitney U-test which compares for two samples whether they come from the same population. The Mann-Whitney U-Test is a standard significance test in statistics and empirical methods (see for example [25] and [13]) for the here described purpose.
The underlying hypothesis and alternative hypothesis to be tested are

H0: The data for statically and dynamically typed development times are drawn from the same population.
H1: The samples come from different populations.

<table>
<thead>
<tr>
<th>Language</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyn. Typed</td>
<td>21</td>
<td>17.62</td>
<td>370</td>
</tr>
<tr>
<td>Stat. Typed</td>
<td>21</td>
<td>25.38</td>
<td>533</td>
</tr>
</tbody>
</table>

Figure 6. Ranks (Mann-Whitney U-Test) for scanner test
(with p=0.04)

Since the underlying distribution is not known, the Mann-Whitney U-Test works on ranks, i.e. the number of the development times for the statically typed as well as dynamically typed scanner become ordered and the number of positive and negative ranks for the statically typed and dynamically typed development times are computed. Based on the ranks, the U-Test computes a p-value which indicates whether the result is significant according to the underlying. The smaller the p-value the "more significant" is the rejection of the hypothesis: typically, p-values of 0.01, 0.05 or 0.1 are used to decide whether the null hypothesis can be (significantly) rejected, i.e. a result of p=0.02 means a significant rejection of the null hypothesis under the significance level of 0.05. In case the null hypothesis is rejected, the rank sum for each approach indicates whether the statically typed or dynamically typed programs dominate the other approach.

The p-value for the Mann-Whitney U-test is p=0.04. Since p < 0.05, the null hypothesis can be rejected, i.e. both samples come from different populations. By comparing the rank sums it turns out that the development times using the dynamically typed language are significant lower than the development times using the statically typed programming language: the rank sum for the dynamic typed languages is smaller than the rank sum of the statically typed language (370 vs. 533, see Figure 6).

5.3 Checking Significance for Quantiles

A possible explanation of the previous result could be that in the statically typed group the number of underperforming subjects is larger than in the dynamically typed group. According to [19] it is quite common to divide the subjects into different quantiles and to perform the statistical analysis in separate in order to reduce such effect.

We constructed the 2-quantiles from the experiment results, i.e. all subjects whose development time is smaller than or equal to the corresponding median are in the first quantile, all subjects whose development time is smaller in the second quantile. For the dynamically typed language, subjects 16, 15, 5, 9, 18, 1, 17, 6, 11, 12 and 10 are in the first quantile, for the statically typed language, subjects 32, 42, 31, 40, 35, 41, 37, 24, 39, 38 and 25 are in the first quantile.

Figure 7 illustrates a box plot for the resulting quantiles (we neglect here to give the corresponding descriptive statistics). It shows that the median for the first dynamically typed quantile is lower which is also true for the second quantile.

Performing the Mann-Whitney U-Test for each quantile, i.e. comparing the first dynamically typed with the first statically typed quantile as well as comparing the second dynamically typed with the second statically typed quantile reveals in both cases a significant difference (with p=0.03, respectively p=0.04).

Figure 7. Boxplot for 2-quantiles (scanner task)

Since there are significant results for both quantiles, this strengthens the argument that the significance determined in section 4.1 cannot be explained by a different number of outperformers or underperformers in each group.

5.4 Comparing Difference in Means

While the previous section determined that there is a significant difference in the development times of statically and dynamically typed solutions, it did not state how large this difference is (note that the use of the arithmetic mean or the median is statistically not valid here). A typical approach here is to determine first the data’s underlying distribution and to use (based on the result) a corresponding significance test.

Figure 8 illustrates a histogram for the typed language group. Furthermore, the diagram illustrates a plot of the normal distribution. According to the histogram it seems reasonable to test, whether the underlying data is normally distributed.

A check for normal distribution is done using the Shapiro-Wilk test (cf [4]) which computes a value p. In case p is smaller than 0.05, the test rejects the assumption that the underlying data is normally distributed (under a significance level of 0.5).

Computing the p-values reveals for the dynamically typed programming language as well as for the statically typed programming language a value larger than 0.05 (although the p-value for the dynamically typed language is 0.08). Hence, in both cases the test does not reject the hypothesis of a normal distribution of the underlying sample. Therefore, we can perform a t-test for independent samples which will also reveal the size of the difference between both samples (although it must be critically
mentioned that a value $p=0.08$ is only not significant under a significance level of $p=0.05$.

![Figure 8. Histogram (statically typed language) for scanner task](image)

Figure 9 shows the results of the t-test. Again, we can see that there is a significant difference between both samples (with $p=0.03$), but we have this information already from the previous section. However, the important information is the 95% confidence interval which states that with the probability of 95% the development time using the dynamically typed language is between 777 and 17461 seconds less than the development time using the statically typed language.

<table>
<thead>
<tr>
<th>Language</th>
<th>t</th>
<th>df</th>
<th>sig (2-tailed)</th>
<th>mean diff</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-2.209</td>
<td>40</td>
<td>0.03</td>
<td>-13140.3</td>
<td>-17461</td>
</tr>
</tbody>
</table>

![Figure 9. t-test results for scanner task](image)

According to this, the advantage of using the dynamically typed programming language in the experiment is approximately between 19 and 291 minutes per subject – but (again) it needs to be emphasized that the value for the Shapiro-Wilk-Test for the untyped language was $p=0.08$ (which is formally correct that the hypothesis of the normal distribution cannot be rejected, but which obviously tells, that the distribution is very close to be non normal).

5.5 Impact of Testing / Type Error Fix Time

The previous results are slightly surprising, since it seems reasonable to assume (by relying on the argumentation pro typing as given in section 1) that typing should have in the experiment a positive impact on the development time:

- being new in a language could mean that developers do rather trivial mistakes (such as sending wrong messages to objects). In such a case the type system saves developers from wasting run-time on testing applications that (predictably) cannot be executed due to type errors.

However, since the previous results contradict the implication of this argumentation it is reasonable to analyze how the data for the scanner implementation times is related to this argumentation. While the first argument (documentation characteristics) cannot be measured from the experiment’s data, it is possible to define a corresponding measurement for the second one. The second argument (reduction of test time) implies that the correction of a type error takes less time than running a test case, receiving a NoSuchMethod exception and correcting the corresponding piece of code. In order to check this argument, we reconstructed from the logged data the test runs performed by the subjects.

For the dynamically typed subjects we measured the time from the start of a test run that stopped with exceptions that could be handled by a type system (non-declared variables, NoMethod/Method exceptions, but not NullPointer exceptions) until the next test run successfully ran. Then, we built for each subject the sum of these test times.

For the typed subjects we measured the time from the point in time where subjects tried to run a test case whose execution was prevented by the static type checker until the next test run that was accepted by the type checker.

| Dyn. Typed | | Stat. Typed | |
|------------|---|------------||
| subject | sec | minutes | subject | sec | minutes |
| 1 | 942 | 15.70 | 2 | 5510 | 88.50 |
| 2 | 2007 | 33.45 | 3 | 1199 | 19.98 |
| 3 | 6857 | 114.29 | 4 | 2588 | 43.13 |
| 4 | 896 | 14.93 | 5 | 2780 | 46.33 |
| 5 | 7379 | 122.98 | 6 | 1873 | 31.22 |
| 6 | 405 | 6.75 | 7 | 2104 | 33.90 |
| 7 | 10465 | 174.42 | 8 | 2658 | 44.30 |
| 8 | 2034 | 33.90 | 9 | 1600 | 26.67 |
| 9 | 4281 | 71.98 | 10 | 2481 | 44.68 |
| 10 | 587 | 9.78 | 11 | 1600 | 26.67 |
| 11 | 393 | 6.55 | 12 | 2538 | 42.30 |
| 13 | 1832 | 30.53 | 13 | 3759 | 62.65 |
| 14 | 4862 | 77.70 | 14 | 585 | 9.75 |
| 15 | 350 | 5.83 | 15 | 645 | 10.75 |

![Figure 10. Measured (approximated) debugging time for scanner task](image)

Under the assumption that developers directly try to solve errors in the code that cause exception, the first case identifies the times people require to fix no such method exceptions in the code (which could have been handled by the type checker). The latter one measures the time for people to fix their type errors identified by the type checker. Again, we built the sum of these times for each subject.
It should be noted that this measurement represents only a rough approximation of the debugging time for each subject, because it was not explicitly required that subjects directly fix a bug that was found during testing (or by the type checker). Hence, the measurement is build upon the assumption that once an error occurred, developers directly try to fix it – the measurement is only an index for the time required to fix a bug.

Figure 10 represents the results of the measurement. A first glimpse already shows that the measured data does not reveal similar large differences between the error fix time and the measurement of the development times from the previous section. Figure 11 shows the descriptive statistics for the measurement. It shows that the arithmetic mean of statically and dynamically typed programming language are rather closely related.

```markdown
<table>
<thead>
<tr>
<th></th>
<th>sum (sec.)</th>
<th>max (sec.)</th>
<th>min (sec.)</th>
<th>arith. mean (sec.)</th>
<th>median (sec.)</th>
<th>std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stat. Typed</td>
<td>61935</td>
<td>6714</td>
<td>33</td>
<td>2949</td>
<td>3138</td>
<td>2113</td>
</tr>
</tbody>
</table>
```

**Figure 11.** Descriptive statistics for approximated error fix time

Performing again a Mann-Whitney U-test on the results supports that impression: the resulting value \( p = 0.49 \) does not permit to reject the null-hypothesis stating that both samples come from the same distribution. Hence, no significant difference in both samples could be measured.

This result is slightly surprising. Having no significant difference in the debug time between dynamically and statically typed group means that the effort for fixing type-related bugs (NoSuchMethod exceptions, non-declared variable) can be assumed to be the same. Although this falsifies the statement that debugging typing errors takes less time having a static type system (and a static type check), this does not explain why the dynamically typed group requires less time for the same task.

A possible explanation for this phenomenon could be, that the dynamically typed group gets more information about the correctness of the application from their testing: instead of knowing only that no NoSuchMethod exceptions occur within the code, they already get some earlier preliminary results from the testing which helps to determine what parts of the application are already correct. However, more detailed studies are necessary to study this phenomenon in more detail.

6. Analysis of Parser Task

While section 5 analyzed the data for the scanner implementation, we now analyze the number of successful test cases for the statically and dynamically typed solutions. The performed techniques are identical to the techniques used in the previous section. Hence, we do not explain in detail each step.

6.1 Checking Differences in Means

Figure 12 shows the percentages of passed test cases for each subject. Here, in contrast to section 5, we include all subjects (the reason they were removed in the last section was, that no time could be measured for them).

We see that a large number of subjects fulfil only 50% of the test cases – these are those subjects who did not achieve a meaningful parser, since they were able to reject strings that are not words of the grammar, but they were not able to detect any of the other ones (or the other way around). In both cases, we see a slight difference in number of subjects without a meaningful result: for the dynamically typed language 14 subjects and the statically typed language 11 subjects. Hence, it seems that more people with the dynamically typed language failed to provide a meaningful parser. However, we think that 14 and 11 is “comparable”.

```markdown
<table>
<thead>
<tr>
<th>Dyn. Typed</th>
<th>% succ TestCases</th>
<th>Stat. Typed</th>
<th>% succ TestCases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject 1</td>
<td>50%</td>
<td>Subject 26</td>
<td>50%</td>
</tr>
<tr>
<td>2</td>
<td>90%</td>
<td>27</td>
<td>50%</td>
</tr>
<tr>
<td>3</td>
<td>50%</td>
<td>28</td>
<td>75%</td>
</tr>
<tr>
<td>4</td>
<td>50%</td>
<td>29</td>
<td>87%</td>
</tr>
<tr>
<td>5</td>
<td>60%</td>
<td>30</td>
<td>80%</td>
</tr>
<tr>
<td>6</td>
<td>56%</td>
<td>31</td>
<td>50%</td>
</tr>
<tr>
<td>7</td>
<td>80%</td>
<td>32</td>
<td>50%</td>
</tr>
<tr>
<td>8</td>
<td>60%</td>
<td>33</td>
<td>68%</td>
</tr>
<tr>
<td>9</td>
<td>50%</td>
<td>34</td>
<td>50%</td>
</tr>
<tr>
<td>10</td>
<td>52%</td>
<td>35</td>
<td>100%</td>
</tr>
<tr>
<td>11</td>
<td>50%</td>
<td>36</td>
<td>50%</td>
</tr>
<tr>
<td>12</td>
<td>50%</td>
<td>37</td>
<td>85%</td>
</tr>
<tr>
<td>13</td>
<td>50%</td>
<td>38</td>
<td>50%</td>
</tr>
<tr>
<td>14</td>
<td>50%</td>
<td>39</td>
<td>50%</td>
</tr>
<tr>
<td>15</td>
<td>50%</td>
<td>40</td>
<td>55%</td>
</tr>
<tr>
<td>16</td>
<td>56%</td>
<td>41</td>
<td>50%</td>
</tr>
<tr>
<td>17</td>
<td>69%</td>
<td>42</td>
<td>89%</td>
</tr>
<tr>
<td>18</td>
<td>92%</td>
<td>43</td>
<td>68%</td>
</tr>
<tr>
<td>19</td>
<td>85%</td>
<td>44</td>
<td>86%</td>
</tr>
<tr>
<td>20</td>
<td>50%</td>
<td>45</td>
<td>57%</td>
</tr>
<tr>
<td>21</td>
<td>50%</td>
<td>46</td>
<td>50%</td>
</tr>
<tr>
<td>22</td>
<td>85%</td>
<td>47</td>
<td>98%</td>
</tr>
<tr>
<td>23</td>
<td>50%</td>
<td>48</td>
<td>50%</td>
</tr>
<tr>
<td>24</td>
<td>79%</td>
<td>49</td>
<td>51%</td>
</tr>
<tr>
<td>25</td>
<td>50%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```

**Figure 12.** Measured experiment results and descriptive statistics.

Again, we perform the Mann-Whitney U-Test in order to compute the \( p \)-value. However, the \( p \)-value for the table above is \( p = 0.40 \). Hence, there is no significant difference between the statically typed and the dynamically typed version.

Removing those subjects that have only 50% accepted test cases (i.e. we repeat the test with 12 subjects using the dynamically typed language and 11 with the statically typed language) and repeating the Mann-Witney U-Test gives a \( p \)-value \( p = 0.60 \). Hence, also no difference in both groups was determined.

Performing a test on grouped subject, i.e. we consider only one the outperforming and underperforming subjects gives the \( p \)-values \( p = 0.60 \) (outperforming subjects) and \( p = 0.31 \) (underperforming subjects).

However, it seems also reasonable to analyze the outperforming and underperforming subjects that have more than 50% successful test cases. However, it should be noted that this test is problematic, since the group of outperforming, successful subjects consists only of 6 subjects. However, even taking into account that a possible
significant difference would be problematic to interpret, we do not find a significant different for the outperforming subjects (p=0.33). For the underperforming subjects we find also no statistical significant difference for a significance level of 5%. The p-value is p=0.91.

<table>
<thead>
<tr>
<th>Dyn. Typed</th>
<th>Stat. Typed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>subject</strong></td>
<td><strong>subject</strong></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>25</td>
<td></td>
</tr>
</tbody>
</table>

![Figure 13](image-url)

**Figure 13.** Measured (approximated) debugging time for parser task.

### 6.2 Debug Times

Again, we repeated the measurement of the debug times in the same way we did as in section 5 under the assumption that developers try to solve their exceptions directly: the measured times for the dynamically typed group describes the debug time of those exceptions that could have been handled by a type checker, the measured time for the typed developers describes the type required to handle typing problems identified by the type checker. Figure 13 describes the results of that measurement. Performing again the Mann-Whitney U-Test on the results reveals something remarkable: with p=0.01 the time for the dynamically typed group is less than the time for the statically typed group.

### 7. Conclusion

In this paper we presented results of an experiment that explores the impact of static and dynamic type systems on the development of a piece of software (a parser) with 49 subjects. We measured two different points in the development: first, the development time until a minimal scanner has been implemented, and second the quality of the resulting software measured by the number of successful test cases fulfilled by the parser. In none of these measured points the use of the static type system turned out to have a significant positive impact. In the first case, the use of the statically typed programming language had a significant negative impact, in the latter one, no significant difference could be measured.

One interesting point in the study is that we rather expected that developers benefit from the statically typed language, especially, because the language in use was new to them. Hence, we rather expected a positive impact of typing because it is commonly assumed that static typing improves the ability to learn new APIs – since static typing restricts a possible faulty use of a new API. We analyzed this by defining as (approximated) debugging time on the experiment data and performing a corresponding significance test. However, the result has been rather surprising: while in the small task no significant different could be measured, in the latter one the statically typed group required significant more time for fixing the type errors. Although it seems obvious that this should have been led to a worse result in the parser development, in fact it was not. This implies that there must be a positive impact of static typing in something else which compensates this negative effect. Possibly, it is easier for developers to extend their own code, if static type information is added and this effect is larger than a negative effect of fixing type errors. But this is rather a speculation and requires much more exploratory studies in the area of usability of static type systems.

It must not be forgotten that there are some threats to validity that threaten the experiment’s results. There are two problematic issues: the first one is related to the grouping of subjects into the statically typed / dynamically typed group, the latter one is related to the testing of the results.

A problematic point here is that it is unclear whether both groups contained an equal number of good developers. However, the classification of developers is currently a problem since no objective metrics available that permit to classify subjects: the current state of the art in software engineering does not provide until now a better classification. Hence, we built quantiles for the analysis – which is a way to handle this situation.

Concerning the testing of the results, we are based on test cases. Here, it is important to note that 50% of the (black-box) test cases (for the parser) were positive tests. It is possible that if the number of test cases would been changed, that results would have changed, too. Furthermore, white box testing could be applied which potentially represent different result. However, until now we are not aware of any better way to determine the quality of the resulting software which is also practical in such a large scale study.

Probably the most interesting point of the experiment results is that they contradict studies such as [21] where a positive impact of typing could be measured. We are currently not aware of how to explain this contradiction. Possibly, the effect of typed programs is better in some situations while it is not in others. However, since the knowledge about different “kinds of programs” is currently quite restricted, it is currently unknown whether different “kinds of programs” have a different impact on the use (and the impact) of type systems. Here, it is desirable to repeat the experiment under similar conditions but with different tasks. It should also be noted that the experiment design differs widely from the one in [21]: while the experiment in [21] uses existing languages and has possibly the effect of better / worse documentation, tutorials, etc. of these languages, the experiment in this paper has implemented a language only for the purpose of
the experiment: the language and their documentation are identical (except the difference in the static type system). A subjective opinion of this paper’s author is that blocks, and especially the static typing of blocks turned out to be problematic for the subjects of the experiment – it would be desirable to study this matter in isolation.

It seems that the experiment at least does not contradict with a common believe that is often articulated in the area of type systems: that dynamically typed systems have a benefit in small projects while this benefit is reduced (or even negated) in larger projects. In the experiment, the small task was quicker implemented by the dynamically typed developers while no difference could be measured for the whole task (scanner and parser). Here, it could be argued that the possible effect of dynamically typed languages for the smaller task was compensated by the benefit of the static type system later on and that (possibly) the positive effect of statically typed languages would have been even larger, if the project would have been larger. Hence, it could be argued that the positive impact of static typing could not be measured because the project was too small.

Even though the experiment seems to suggest that static typing has no positive impact on development time it must not be forgotten that the experiment has some special conditions: the experiment was a one-developer experiment. Possibly, static typing has a positive impact in larger projects where interfaces need to be shared between developers. Furthermore, it must not be forgotten that previous experiments showed a positive impact of static type systems on development time. Possibly, such a positive impact occurs in special situations, which might depend on the “kind of programming task” - however, up to now no classification of programming tasks is known that potentially influences the topic of static type systems. Here, additional research is required, too.

A further point that needs to be emphasized is, that the experiment here addresses only pure programming time. Possible influences of static type systems on design time, readability or maintenance of software cannot be concluded from the experiment’s results.

A general conclusion is that an experiment is available that doubts whether static type systems really have a positive impact on development time. However, in order to get a more detailed understanding of the impact of static type systems more studies are needed. Since static type systems play such an important role in software development it is rather tragic that the discussion about the need for statically or dynamically typed programming languages is mainly driven by personal experiences and personal references of researchers instead of empirical knowledge received from an adequate research method. From that point of view, the here introduced experiment represents a first starting point and a valuable contribution.
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