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Abstract
Existing wireless ad hoc routing protocols typically find routes with
the minimum hop-count. This paper presents experimental evi-
dence from two wireless test-beds which shows that there are usu-
ally multiple minimum hop-count paths, many of which have poor
throughput. As a result, minimum-hop-count routing often chooses
routes that have significantly less capacity than the best paths that
exist in the network. Much of the reason for this is that many of the
radio links between nodes have loss rates low enough that the rout-
ing protocol is willing to use them, but high enough that much of
the capacity is consumed by retransmissions. These observations
suggest that more attention be paid to link quality when choos-
ing ad hoc routes; the paper presents measured link characteristics
likely to be useful in devising a better path quality metric.

1. Introduction
Ad hoc networking has grown into a large and diverse field of
research, which spans topics from power control to privacy and
security. There has been much work on routing in ad hoc net-
works, and protocols such as DSR [12], AODV [19], Grid [15],
and DSDV [20] have been shown in simulation to work very well
on small to medium networks [15, 3]. However, our experience
with two wireless networks leads us to believe that there are signif-
icant challenges left in finding and choosing usable routes, even in
small ad hoc networks which are static.

To explore how ad hoc protocols work when implemented as part
of a complete system, we built two experimental wireless networks.
The first, called the “indoor” net, has 18 small PCs as nodes on
the fifth and sixth floors of our building, as shown in Figure 1.
We chose node locations that would keep the network connected,
while also providing spatial diversity. Each indoor PC has a Cisco
Aironet 340 wireless adapter [1]; these adapters implement the
IEEE 802.11b Direct Sequence Spread-Spectrum protocol [7], and
have 30 mW of output power.

The second “rooftop” network [4] has seven nodes spread over one
square kilometer near our lab, as shown in Figure 4. This is a
dense residential area with primarily two- and three-story build-
ings. Nodes have external omni-directional antennas attached to
chimney-tops, except for Node 30, which is on the ninth floor of
our lab building and has a directional antenna aimed roughly at
Node 7. This network uses Cisco 350 wireless adapters, which are
like the 340s, but with 100 mW of output power.

This research was supported by grants from NTT Corporation
under the NTT-MIT collaboration. More details about the Grid
project are available at http://www.pdos.lcs.mit.edu/grid.

Both networks run our implementation of the DSDV protocol. We
thought that DSDV would be a good choice because the networks
are static, and DSDV seemed to be one of the simpler protocols to
implement. Indeed, in simulation scenarios with little to no mobil-
ity, like our static networks, DSDV has been shown to deliver the
same number of packets as protocols such as DSR and AODV [3].
Unfortunately, our daily experience with the indoor network has
been disappointing: tasks like interactive logins and file transfers
are often unusably slow.

Our first hypothesis was that there might be no high-quality paths
connecting some parts of the network. Although there is a wide
range of link qualities in the network, it turns out that the network
is still well connected with links that deliver more than 90% of the
packets. For example, Figure 2 shows the subset of inter-node radio
links that had loss rates less than 10% at a particular time; with the
exception of one node, these links form a connected graph.

To find an approximate lower bound on how well a routing proto-
col should be able to do, we tried to find the path with the highest
throughput between each pair of nodes in the network. For each
pair of nodes we generated all possible paths of length less than or
equal to four hops. We pruned the large number of resulting paths
by eliminating paths containing links with low delivery rates, as
determined by earlier link measurements. We then randomly chose
among the remaining paths so that each pair of nodes had a few
paths of each length in each direction. For each path, the source
node sent source-routed packets as fast as possible over that path to
the destination node for 30 seconds; the destination measured the
arrival rate for each path. The black points in Figure 3 indicate the
best throughput for each pair of nodes. We ran a similar experi-
ment using DSDV to find routes and forward packets between each
pair of nodes. The grey points in Figure 3 show the throughput of
traffic routed by DSDV for each node pair. For almost all of the
node pairs, DSDV routed packets over paths that were consider-
ably slower than the best path. DSDV sometimes performed better
than the “best” route because the two experiments were necessarily
run at different times, so network conditions were not identical; in
addition, since we only tested some of the possible paths between
each pair, we may have missed the actual best path in some cases.

This result was surprising: all else being equal, multi-hop path ca-
pacity is determined by hop count [14], and DSDV finds shortest
paths. But of course, all else is not equal. Figure 6 shows the packet
transmission rates of three-hop paths from node 10 to 18, from an
earlier experiment. These are often the shortest paths that a routing
algorithm could find from 10 to 18. It is clear from the graph that
if a routing protocol made a random choice among these paths, it
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Figure 1: A map of the indoor network. The circles are nodes; the squares marked ‘AP’ are access points, labeled with their channel.
Our experiments do not use the APs, but they may have affected the results. 6th floor nodes and APs are marked with ‘+’.
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Figure 2: Indoor network links with greater than 90% delivery rate in both directions show that the network is well connected
(8-Feb-13:30-50-byte). Node 24 was not functioning during this experiment. For clarity, node positions have been slightly changed
from Figure 1.
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Figure 3: DSDV and best static route throughput for pairs of nodes in the indoor network, sorted by the DSDV throughput of each
pair. DSDV does worse on 152 out of the 185 pairs. DSDV throughput is shown in gray, static route throughput in black (DSDV data
from 30-Sep-22:10; static route data from 19-Aug-28-Aug). Packets had 124 bytes of 802.11 payload.
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Figure 4: A map of the outdoor rooftop network.

would be unlikely to choose the path with the best packet through-
put. In fact, in this case a randomly chosen path would achieve less
than half of the maximum path throughput more than half of the
time. Although we do not have as detailed data for all other node
pairs, initial results imply that we can expect to see similar behav-
ior for other node pairs: a wide range in packet throughput among
the shortest paths between each pair.

The rest of the paper uses link quality measurements to explain the
observed differences in quality of the paths between given node
pairs. It also presents detailed wireless link measurements which
outline some of the difficulties that would be involved in finding
good paths. The measurements include the distribution of link-by-
link loss statistics, to see how accurately we need to distinguish
links; the extent to which link quality differs depending on link
direction; the rate at which link quality changes with time, which
determines the usefulness of averaging techniques; and the rela-
tionship between signal strength reported by 802.11 cards and loss
rate. We conclude the paper by outlining some potentially fruitful
avenues of research.

2. Related Work
One solution to low link quality is to improve the apparent quality
with some form of redundancy. Forward error correction, MAC-
level acknowledgment and retransmission, and solutions such as
Snoop-TCP [2] and Tulip [18] all take this approach. Even with
these techniques it is preferable to use high-quality rather than low-
quality links: retransmissions (or other redundancy) reduce useful
link capacity and generate interference. For these reasons, error
correction should be combined with route selection that avoids low-
quality links when possible.

A number of existing ad hoc wireless routing algorithms collect
per-link signal strength information and apply a threshold to elim-
inate low-quality links [10, 9, 21, 8, 13]. This approach has two
drawbacks. First, thresholding may eliminate links that are neces-
sary for connectivity, or include links of dubious quality; both of
these are likely to be issues if many links are of intermediate qual-
ity. Second, Section 3.3 shows that, in the case of some 802.11
cards, reported signal strength is a poor predictor of loss rate.
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Figure 6: Measured capacity on various 3-hop paths from node
10 to node 18 (27-Jun-17:00). The units are packets per second;
each packet contains 124 bytes of 802.11 payload.

Wireless Quality-of-Service (QoS) algorithms approach route se-
lection from the top down. Some techniques explicitly schedule
transmission slots in time or frequency division MAC layers to pro-
vide bandwidth guarantees [11, 6, 16, 17, 24], while others treat the
MAC as opaque, and rely upon it for bandwidth and delay infor-
mation and constraints [5, 23, 22]. These approaches are only suc-
cessful if the lower layers can provide accurate information about
the actual links, such as the average number of usable transmis-
sion slots, or the achievable throughput. However, none of these
approaches consider the case of lossy links.

3. Link Behavior
We carried out several experiments to evaluate the link charac-
teristics, particularly loss rate, between every pair of nodes. In
each complete experiment, each node in turn broadcasts a series
of equally-sized packets at a constant rate; the other nodes record
which packets they receive. Because we wanted to discover the
underlying link behavior, we used broadcasts to avoid the 802.11
ACK and RTS/CTS mechanisms, which hide the real loss rates.

No routing protocol is running during these experiments: only ex-
periment packets are sent or received on each node’s wireless inter-
face. The interfaces are running in 802.11 ad hoc mode. Packets
were sent at about 0.4 Mbps, which is well below the minimum
802.11 capacity of 1 Mbps. However, on some occasions nodes
were not able to broadcast at the desired rate, perhaps because of
802.11 traffic outside our control, or interference appearing to the
card as carrier.

3.1 Distribution of Link Quality
The link quality distribution will affect the way we distinguish good
links from bad. Most current ad hoc routing protocols assume that
link quality follows a bi-modal distribution, where links are either
very good or very bad. Protocols assume that if a link can suc-
cessfully deliver a routing control packet, then the link is useful for
delivering data. In this case, protocols don’t need a very accurate
link classifier because if a link seems at all usable, it is likely to
be very good. On the other hand, the link quality distribution may
be very spread out. In this case, protocols will need to accurately
differentiate good links from links that aren’t suitable for data, but
still deliver some control packets. Our experiments indicate that
the distribution is spread out.
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Figure 5: Delivery rates for each link pair in the indoor network (8-Feb-13:30-50-byte). The y values of the two ends of each line
indicate the delivery rate in each direction; the numeric labels indicate the sending node for that delivery rate. Links with zero
delivery rate in both directions are omitted. 91 links are shown.
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Figure 7: Delivery rates on each link pair for the outdoor
rooftop network (6-Mar-18:30-50-byte), as in Figure 5. 16 links
are shown.

We conducted a set of experiments with the indoor testbed using
50-byte UDP packets (8-Feb-13:30-50-byte). Each node transmit-
ted 1024 packets per second for 300 seconds. Figure 5 shows the
results for each link pair, excluding link pairs which were not able
to communicate at all. About 30% of the link pairs shown are com-
pletely unusable, although they might deliver a few routing packets.
The best 40% of link pairs deliver about 90% or more of their pack-
ets; these are the links we would like to use in routes. The delivery
rates of the remaining links are spread out. Other experiments on
different days, at different times, and with different parameters con-
firm that in general the links in the network exhibit a wide range of
delivery rates.

Link pairs that are very good in one direction tend to be good in
both directions, and pairs that are very bad in one direction tend to
be bad in both directions. However, at least 30% of the link pairs
shown have asymmetric delivery rates, defined as a difference of
more than 20% between the rates in each direction.

Figure 7 summarizes an identical set of experiments carried out on
our rooftop network (6-Mar-18:30-50-byte). Like the indoor net-
work, the rooftop network has widely varying delivery rates, with
noticeable asymmetry. Experiments over several days exhibited
similar distributions of delivery rates. The wide variation in de-
livery rates for both networks suggests that routing protocols may
often choose links that are high enough quality to pass routing pro-
tocol packets, but which still have substantial loss rates.

3.2 Link Variation over Time
One way to determine link quality is to measure it by counting the
number of packets received over a period of time. However, the ac-
curacy of this approach is sensitive to length of time over which the
delivery rate is measured. For example, Figure 8 shows the second-
by-second delivery rates for two links (8-Feb-13:30-50-byte). The
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Figure 8: Example per-second variation in link delivery rates
(8-Feb-13:30-50-byte). Each point is the delivery rate over one
second. The delivery rate of the link from 18 to 19 fluctuates
quickly, while the link from 21 to 20 is comparatively stable.

graphs show that while delivery rates are generally stable, they can
sometimes change very quickly. Averaging may work well on the
link from node 21 to 20, but it is likely to hide much of the detailed
behavior of the link from node 18 to 19.

Figure 9 summarizes variation in loss rate over time for all links.
For each link, we calculated the mean and standard deviation of
the 1- and 10-second loss rates over the whole experiment. The
graph shows the cumulative distribution of these standard devia-
tions, normalized by the respective means. We use loss rates rather
than delivery rates for this analysis to emphasize the changes in
the delivery rate on links with low loss, since very lossy links are
useless for data traffic regardless of their variation.

Results for 1- and 10-second windows show that quite a few links
vary greatly on these times scales. For example, half of the links
had standard deviations in their 1-second loss rates that exceeded
half of the mean 1-second loss rate. This suggests that wireless
routing protocols should use agile predictors of link loss rates.
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Figure 9: The indoor network’s cumulative distribution of the
standard deviation of short-term link loss rates. For each link,
the loss rate is calculated over 1- and 10-second intervals, and
the standard deviation is normalized by the link’s mean loss
rate (8-Feb-13:30-50-byte). Many links show significant varia-
tion in short-term loss rates over time.

Figure 10 shows the variation in short-term loss rates from the same
experiment as in Figure 9, but carried out on the rooftop network
(6-Mar-18:30-50-byte). This figure shows that short-term loss rates
in the rooftop network vary much like those in the indoor network.

In addition to looking at short-term loss rates, we measured how
link delivery rates change throughout the day. Figure 11 shows de-
livery rates for two links over a 24-hour weekday period in January.
Every half-hour, each node tried to broadcast 100 1024-byte pack-
ets per second for 30 seconds. The results for the link from node
6 to node 23 are particularly interesting; the fact that the quality
increases dramatically at 8 am suggests that opening office doors
in the morning increases link quality.

3.3 Link Signal Strength
Signal strength could potentially be helpful in predicting link qual-
ity. To explore this possibility, we recorded signal strength (dBm)
from the radio interface for each received packet during the link ex-
periments. Figure 12 shows how the short-term delivery rate varies
with these values for a few example links. Unfortunately there is
no good correlation between delivery rate and the radio’s measure-
ments. Instead, the data reflect the physical fact that received signal
strength is mostly a function of the distance between nodes. The
link from 18 to 19 is a long link with low signal strength, and as a
result is very susceptible to noise. Since the successful reception of
a packet depends on the signal to noise ratio (SNR) at the receiver,
this link’s delivery rate varies significantly. In contrast, the link
from 18 to 11 is a short link. Because it has a very high received
signal strength, it is robust to noise and has high delivery rates. The
links from 23 to 19 and 27 to 11 are medium range links which still
deliver most packets. Since our radios don’t provide a noise esti-
mate with which to compute the SNR, we cannot determine much
about the links from the signal strength estimate.

4. Research Agenda
Based on the measurements presented here, we intend to develop
techniques to help ad hoc routing protocols choose high-quality
routes. The main challenges involve practical estimates of link
quality and techniques to combine link metrics into useful path
metrics.
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Figure 10: The rooftop network’s cumulative distribution of
the normalized standard deviation of short-term link loss rates
over 1- and 10-second intervals, calculated as in Figure 9
(6-Mar-18:30-50-byte).
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Figure 11: Example variations in link delivery rates throughout
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0
0.2
0.4
0.6
0.8

1

-90 -85 -80 -75 -70 -65 -60 -55 -50

D
el

iv
er

y 
R

at
e

Signal Strength (dBm)

18 -> 19
18 -> 11
23 -> 19
27 -> 11

Figure 12: Delivery rates over 100 msecs versus average signal
strength of received packets for four example links on the in-
door network (6-Mar-18:30-50-byte). For clarity, only 1 in 50
of the data points are shown for each link. Signal strength more
accurately reflects link distance than delivery rate.



One obstacle to using delivery rate as a link metric is that it requires
many packet transmissions to measure; this is a problem if nodes
move or if the environment changes rapidly. Signal-to-noise ratio
might be useful as a fast predictor of delivery rates, if it is available
from the radio hardware.

Combining route metrics to form a path metric is not straightfor-
ward. For example, the product of the delivery rates of the links
in a path does not predict anything useful when 802.11 link-layer
retransmissions are used. Self-interference by successive nodes in
a route [14] may sometimes make long routes with good links less
attractive than short routes with less good links. We are currently
evaluating use of the expected total number of transmissions of a
packet along a path (including forwarding and retransmission) as a
path metric. This metric has a number of advantages: it captures the
route’s impact on the spectrum, it can be computed incrementally
from link delivery rates, and it penalizes longer routes.

Finally, we plan to explore how protocols such as DSR and AODV
handle the link quality distribution seen on our testbeds. These
protocols are not simply shortest-path protocols: they notice when
a route is using a very low-quality link and try to find a different
route. We intend to compare the quality of the routes they find with
the quality of “best” routes found by exhaustive search.
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