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Abstract

We introduce a new framework for the study of reasoning. The Learning (in order) to Reason approach developed here combines the interfaces to the world used by known learning models with the reasoning task and a performance criterion suitable for it.

We show how previous results from learning theory and reasoning fit into this framework and illustrate the usefulness of the Learning to Reason approach by exhibiting new results that are not possible in the traditional setting. First, we give a Learning to Reason algorithm for a class of propositional languages for which there are no efficient reasoning algorithms, when represented as a traditional (formula-based) knowledge base. Second, we exhibit a Learning to Reason algorithm for a class of propositional languages that is not known to be learnable in the traditional sense.

Introduction

Consider a baby robot, starting out its life. If it were a human being, nature would have provided for the infant a safe environment to spend an initial time period in. In this period she adapts to her environment and learns about the structures, rules, meta-rules, superstitions and other information the environment provides for. In the meantime, the environment protects her from fatal events. Only after this “grace period”, she is expected to have “full functionality” (whatever that means) in her environment, but it is expected that her performance depends on the world she grew up in and reflects the amount of interaction she has had with it.

Realizing that learning is a central aspect of cognition, computational learning theory, a subfield concerned with modeling and understanding learning phenomena (Valiant 1984), takes a similar view in that the performance of the learner is measured only after the learning period, and with respect to the world. Traditional theories of intelligent systems, however, have assumed that cognition (namely, computational processes like reasoning, language recognition, object identification and other “higher level” cognitive tasks) can be studied separately from learning (See (Kirsh 1991) for a discussion of this issue.). However, computational considerations render this self-contained reasoning approach as well as other variants of it (Selman 1990; Roth 1993), not adequate for common-sense reasoning (Levesque 1986; Shastri 1993).

We argue that the main difficulties in the traditional treatment of reasoning stem from its separation from the “world”. The effect is twofolded: (1) a rigid representation language with which reasoning problems are presented to the reasoner (Brooks 1991) and (2) a performance criterion that is irrespective of the world.

In this paper we develop a new framework for the study of Reasoning. Our approach differs from other approaches to reasoning in that it views learning as an integral part of the process. The Learning to Reason theory developed here is concerned with studying the entire process of learning a knowledge base representation and reasoning with it.

In the new framework the intelligent agent is given access to her favorite learning interface, and is also given a grace period in which she can interact with this interface and construct her representation KB of the world W. Her reasoning performance is measured only after this period, when she is presented with queries α from some query language, relevant to the world W, and has to answer whether W implies α. We show that through this interaction with the world, the agents truly gains additional reasoning power. An inherent feature of the learning to reason approach, is a non-monotonic reasoning behavior it exhibits as a side effect; since reasoning mistakes can be used, incremen-
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1We stress that the assumption that an intelligent agent has to keep her knowledge in some representation and use it when she reasons is basic to this framework. We allow the reasoner, however, to choose her own representation and even to use different representations for different tasks.
2We take the view that a reasoner need not answer efficiently all possible queries, but only those that are “relevant”, or “common”, in a well defined sense.
The phenomenon is hard to formalize, when dealing with reasoning systems defined independent of learning. This work is similar in nature to the Neuroidal model developed by Valiant (Valiant 1994). The model developed there provides a more comprehensive approach to cognition, and akin to our approach it views learning as an integral and crucial part of the process. There, the reasoner reasons from a learned knowledge base, a complex circuit, and thus can be modeled by our framework, and indeed reasoning in the Neuroidal model shares many properties with the Learning to Reason framework. Our approach is different in that in an effort to give a more formal treatment of a reasoner that has learned her knowledge base, we currently restrict our discussion to a fixed, consistent world.

Summary of Results

To motivate our approach we first develop a sampling approach to reasoning that exemplifies the power gained by giving the agent access to the "world" she is supposed to reason in later. We prove that Learning to Reason is possible for arbitrary worlds and query languages under some technical restriction on the queries asked. However, for various considerations this approach alone is not sufficient as a model for reasoning, so we go on to define the Learning to Reason framework to capture those. We start by studying the relation of the Learning to Reason (L2R) framework to the two existing ones, the traditional reasoning, and the traditional learning (learning to classify, L2C), and discuss how existing results from learning and reasoning can be used in the new framework. We then consider detailed Learning to Reason algorithms that use models (satisfying assignments) as the knowledge representation language. A characterization of reasoning with models for Horn theories was given in (Kautz, Kearns, & Selman 1993) and for general theories in (Khardon & Roth 1994a). We build on these results to exemplify the usefulness of the new approach:

- Consider the reasoning problem \( W \models \alpha \), where \( W \) is some CNF formula and \( \alpha \) is a \( \log n \) CNF (i.e., a CNF formula with at most \( \log n \) literals in each clause). Then, when \( W \) has a polynomial size DNF there is an exact and efficient Learning to Reason algorithm for this problem, while the traditional reasoning problem (with a CNF representation as the input) is NP-Hard.

- Consider the reasoning problem \( W \models \alpha \), where \( W \) is any boolean formula with a polynomial size DNF and \( \alpha \) is a \( \log n \) CNF. Then, there is an exact and efficient Learning to Reason algorithm for this problem, while the class of boolean formulas with polynomial size DNF is not known to be learnable in the traditional (Learning to Classify) sense.

These results show that neither a traditional reasoning algorithm (from the CNF representation) nor a traditional learning algorithm (that can "classify" the world) is necessary to Learn to Reason. Moreover, the results exemplify and aid in formalizing the notion of "intelligence is in the eye of the beholder" (Brooks 1991), since our agent seems to behave logically, even though her knowledge representation need not be a logical formula and she does not use any logic or "theorem proving".

Due to the limited space we omit some details and most of the proofs. These can be found in the full version of this paper (Khardon & Roth 1994a).

Preliminaries

Reasoning

A widely accepted framework for reasoning in intelligent systems is the knowledge-based system approach (McCarthy 1958). Knowledge, in some representation language is stored in a Knowledge Base (KB) that is combined with a reasoning mechanism. Reasoning is abstracted as a deduction task of determining whether a query \( \alpha \), assumed to capture the situation at hand, is implied from KB (denoted KB \( \models \alpha \)). The discussion in this paper is restricted to propositional knowledge bases.

Let \( \mathcal{F}, \mathcal{Q} \) be two arbitrary classes of representations for boolean functions. All the functions we discuss are boolean functions over \( \{0,1\}^n \), where \( n \) is the number of variables in the domain. Throughout this paper we assume that an exact description of the real world \( W \) is in \( \mathcal{F} \), that all the queries \( \alpha \) are restricted to be in the class \( \mathcal{Q} \) and that the functions have a polynomial size representation in the respective class. In particular, the class \( \mathcal{F} = \text{CNF} \) denotes those boolean functions with a polynomial size CNF and the class \( \mathcal{F} = \text{CNF} \cap \text{DNF} \) denotes those boolean functions with a polynomial size CNF and a polynomial size DNF.

We refer to boolean functions as either functions or subsets of \( \{0,1\}^n \): the boolean function \( g \) is identified with its set of models, \( g^{-1}(1) \) (That is, \( f \models g \) if and only if \( f \subseteq g \)).

Definition 1 An algorithm \( A \) is an exact reasoning algorithm for the reasoning problem \((\mathcal{F}, \mathcal{Q})\) if for all \( f \in \mathcal{F} \) and all \( \alpha \in \mathcal{Q} \), when \( A \) is presented with input \((f, \alpha)\), \( A \) runs in time polynomial in \( n \) and the size of \( f \) and \( \alpha \), and answers "yes" if and only if \( f \models \alpha \).

---

3The DNF representation is not given to the reasoner. Its existence is essential, since the algorithm is polynomial in its size.

4We restrict ourselves here to deduction although the approach developed is applicable for other reasoning tasks, e.g., Bayesian networks.

5A propositional expression is just a boolean function, and a propositional language is a class of boolean functions. These terms are used in the reasoning and learning literature accordingly, and we use them interchangeably.
Learning to Classify

The formal study of learning, (studied in computational learning theory (Valiant 1984; Honsell 1987; Angluin 1992)), abstracts the problem of inductively learning a concept as the problem of learning a boolean function, given some access to an oracle that is familiar to some degree with the function. The interpretation is that the function’s value is 1 when the input belongs to the target concept and 0 otherwise. The oracles are used to model the type of interface the learner may have to the world and they vary between learning models according to the amount of information we assume the learner receives about the concept. Next we describe some standard oracles, introduce a new one that is especially suited for Reasoning and define the learning problem.

Definition 2 A Membership Query Oracle for a function f, denoted MQ(f), is an oracle that when given an input \( x \in \{0,1\}^n \) returns \( f(x) \).

Definition 3 An Equivalence Query Oracle for a function f, denoted EQ(f), is an oracle that when given as input a function g, answers “yes” if and only if \( f \equiv g \). If it answers “no” it supplies a counterexample, namely, an \( x \in \{0,1\}^n \) such that \( f(x) \neq g(x) \). A counterexample \( x \) satisfying \( f(x) = 1 \) \( (f(x) = 0) \) is called a positive (negative) counterexample.

Definition 4 An Example Oracle for a function f, with respect to the probability distribution D, denoted EXD(f), is an oracle that when accessed, returns \((x, f(x))\), where \( x \) is drawn at random according to D.

Definition 5 A Reasoning Query Oracle for a function f and a query language Q, denoted RQ(f, Q), is an oracle that when accessed performs the following protocol with a learning agent A. (1) The oracle picks an arbitrary query \( \alpha \in Q \) and returns it to A. (2) The agent A answers “yes” or “no” according to her belief with regard to the truth of the statement \( f \models \alpha \). (3) If A’s answer is correct then the oracle says “Correct”. If the answer is wrong the oracle answers “Wrong” and in case \( f \models \alpha \) it also supplies a counterexample (i.e., \( x \in f \setminus \alpha \)).

Denote by I(f) the interface available to the learner when learning f. This can be any subset of the oracles defined above, and might depend on some fixed but arbitrary and unknown distribution D over the instance space \( \{0,1\}^n \).

Definition 6 An algorithm A is an Exact Learn to Classify (E-L2C) algorithm for a class of functions \( \mathcal{F} \), if there exists a polynomial \( p() \) such that for all \( f \in \mathcal{F} \), when given access to I(f), A runs in time \( p(n) \) and then, given any \( x \in \{0,1\}^n \), takes time \( p(n) \) to predict \( \sigma \) such that \( \sigma = f(x) \).

Definition 7 An algorithm A is a Probably Approximately Correct Learn to Classify (PAC-L2C) algorithm for a class of functions \( \mathcal{F} \), if there exists a polynomial \( p(\cdot, \cdot) \) such that for all \( f \in \mathcal{F} \), on input \( \epsilon, \delta \), given access to I(f), A runs in time \( p(n, 1/\epsilon, 1/\delta) \) and then given any \( x \in \{0,1\}^n \), predicts \( h(x) \) in time \( p(n, 1/\epsilon, 1/\delta) \). A’s predictions have the property that with probability at least \( 1 - \delta \), \( \Pr_{x \in D}[f(x) \neq h(x)] < \epsilon \).

In the on-line (or, mistake-bound) scenario, algorithm A is presented with a sequence of examples in \( \{0,1\}^n \). At each stage, the algorithm is asked to predict \( f(x) \) and is then told whether its prediction was correct. Each time the learning algorithm makes an incorrect prediction, we charge it one mistake.

Definition 8 An algorithm A is a Mistake Bound Learn to Classify (MB-L2C) algorithm for a class of functions \( \mathcal{F} \), if there exists a polynomial \( p() \) such that for all \( f \in \mathcal{F} \), for every (arbitrary infinite) sequence of instances, A runs in time \( p(n, 1/\epsilon, 1/\delta) \) and makes no more than \( p(n) \) mistakes.

Learning to Reason

Let \( W \in \mathcal{F} \) be a boolean function that describes the world exactly. Let \( \alpha \) be some boolean function (a query) and let D be some fixed but arbitrary and unknown probability distribution over the instance space \( \{0,1\}^n \). As in the learning framework, we assume that D governs the occurrences of instances in the world.

The query \( \alpha \) is called legal if \( \alpha \in Q \). It is called \((W, \epsilon)-fair\) if either \( \Pr[W \setminus \alpha] = 0 \) or \( \Pr[W \setminus \alpha] > \epsilon \). The intuition behind this definition is that the algorithm is allowed to err in case \( W \not\equiv \alpha \), but the weight of \( W \) outside \( \alpha \) is very small. Along with \( \epsilon \), the accuracy parameter, we use a confidence parameter, \( \delta \), and sometimes might allow the reasoning algorithm to err, with small probability, less than \( \delta \).

A Sampling Approach

Consider the following simple approach to reasoning: Whenever presented with a query \( \alpha \), first use the Example Oracle \( EXD(W) \) and take a sample of size \( m = (1/\epsilon) \ln(1/\delta) \), where \( \delta \) and \( \epsilon \) are the required confidence and accuracy parameters. Then, perform the following model-based test: for all the samples \((x, 1)\) sampled from \( EXD(W) \) (note that we ignore the samples labeled 0), check whether \( \alpha(x) = 1 \). If for some x, \( \alpha(x) = 0 \) say \( W \not\equiv \alpha \); otherwise say \( W \equiv \alpha \).

A standard learning theory argument shows that if \( \alpha \equiv (W, \epsilon)-fair \) then with probability at least \( 1 - \delta \) the algorithm is correct. (The algorithm makes a mistake only if \( W \not\equiv \alpha \) and no instance in \( W \cap \overline{\alpha} \) is sampled.) This analysis depends on the fact that the samples are independent of the query \( \alpha \), and therefore a different sample has to be taken for every query \( \alpha \). We call this a repeated sampling approach. However, repeated

A similar, more sophisticated approach was developed in (Kearns 1992) for the case in which both the knowledge base and the queries are learned concepts in the PAC sense. It is implicit there that for each possible query one needs a new sample.
sampling is not a plausible approach to reasoning in intelligent systems. When presented with a query, an agent cannot allow itself further interactions with the world before answering the query. Especially if the query is “A lion is approaching ⇒ I have to run away”.

A slightly more elaborate argument shows that a one time sampling approach can also guarantee reasoning with respect to \((W, c)\)-fair queries, with confidence \(1 - \delta\). This depends on taking \(m = \frac{1}{\delta} \left(\ln |Q| + \ln \frac{1}{\delta}\right)\) samples from \(Exp(f)\). Since all the queries in \(Q\) are propositional formulas of polynomial size, the number \(m\) of samples required to guarantee this performance is polynomial. This approach is therefore feasible.

However, the one-time sampling approach is not the ultimate solution for reasoning. For example it is not adequate in cases where exact reasoning performance is required. In the full version of the paper we elaborate on why this sampling approach is not sufficient as the sole solution for the reasoning problem. (E.g., space considerations and the availability of various oracles needed to model reasoning.)

**Learning to Reason: Definitions**

**Definition 9** An algorithm \(A\) is an Exact Learn to Reason (E-L2R) algorithm for the reasoning problem \((\mathcal{F}, Q)\), if there exists a polynomial \(p()\) such that for all \(f \in \mathcal{F}\), given access to \(I(f)\), \(A\) runs in time \(p(n)\) and then, when presented with any query \(\alpha \in Q\), \(A\) runs in time \(p(n)\), does not access \(I(f)\), and answers “yes” if and only if \(f \models \alpha\).

**Definition 10** An algorithm \(A\) is a Probably Approximately Correct Learn to Reason (PAC-L2R) algorithm for the reasoning problem \((\mathcal{F}, Q)\), if there exists a polynomial \(p(, , )\) such that for all \(f \in \mathcal{F}\), given access to \(I(f)\), \(A\) runs in time \(p(n, 1/\epsilon, 1/\delta)\) and then with probability at least \(1 - \delta\), when presented with any \((f, c)\)-fair query \(\alpha \in Q\), \(A\) runs in time \(p(n, 1/\epsilon, 1/\delta)\), does not access \(I(f)\), and answers “yes” if and only if \(f \models \alpha\).

In the above definitions, we did not allow access to \(I(f)\) while in the query answering phase. It is possible, however, (although we do not do it in this paper) to consider a query \(\alpha\) given to the algorithm as if given by the reasoning oracle \(RQ(f, Q)\) defined above. Thus, a reasoning error may supply the algorithm a counterexample which in turn can be used to improve its future reasoning behavior.

**The relations between L2R and L2C**

Intuitively, the classification task seems to be easier than the reasoning task. In the former we need to evaluate correctly a function on a single point, while in the latter we need to know if all the models of the function are also models of another function, the query. It is not surprising therefore, that if any subset of \(\{0, 1\}^n\) is a legal query, the ability to L2R implies the ability to L2C. This is formalized in the following theorem. We note, however, that the proof of the theorem does not go through if the class of queries \(Q\) does not include all of DISJ, the class of all disjunctions over \(n\) variables. (See Theorem 7.)

**Theorem 1** If there is an Exact-L2R algorithm for the reasoning problem \((\mathcal{F}, \text{DISJ})\) then there is an Exact-L2C algorithm for the class \(\mathcal{F}\).

**L2R via PAC Learning**

Assume that the world description \(W\) is in \(\mathcal{F}\) and there is a PAC-L2C algorithm \(A\) for \(\mathcal{F}\).

**Definition 11** An algorithm that PAC learns to classify \(\mathcal{F}\) is said to learn \(f\) from below if, when learning \(f\), the algorithm never makes mistakes on instances outside of \(f\). (I.e., if \(h\) is the hypothesis the algorithm keeps then it satisfies \(h \subseteq f\).)

**Theorem 2** Let \(A\) be a PAC-Learn to Classify algorithm for the function class \(\mathcal{F}\) and assume that \(A\) uses the class of representations \(\mathcal{H}\) as its hypotheses. Then, if \(A\) learns \(\mathcal{F}\) from below, and there is an exact reasoning algorithm \(B\) for the reasoning problem \((\mathcal{H}, Q)\), then there is a PAC-Learn to Reason algorithm \(C\) for the reasoning problem \((\mathcal{F}, Q)\).

The significance of this result is that it exhibits the limitations of L2R by combining reasoning and learning algorithms: relaxing the requirement that the algorithm learns from below is not possible. On the positive side it explains the behavior of mistake bound algorithms discussed next and allows for other PAC learning algorithms to be used in this framework.

**L2R via Mistake Bound Learning**

Consider a Mistake Bound algorithm that keeps a hypothesis that allows for efficient reasoning. Then, it can be used to construct a Learn to Reason algorithm.

Let \(A\) be a Mistake Bound algorithm and assume it has been used long enough to guarantee PAC performance (Littlestone 1989). In the case it has used all of its mistakes on negative examples (i.e., on assignments outside of \(W\)), the hypothesis it uses is a “learn from below” hypothesis, and we can reason with it and succeed on all \((W, c)\)-fair queries.

However, we cannot force the algorithm (or rather the interface) to make all these mistakes within the grace period. If we use an initial grace period to ensure its PAC properties then after the algorithm is ready to answer queries it may still make (a limited number of) mistakes. We call this type of algorithm a Mistake Bound Learning to Reason algorithm.

It is interesting to note that reasoning with this type of an algorithm yields a non monotonic reasoning behavior. Every time the algorithm makes a reasoning mistake, it changes its mind, learns something about the world, and would not make the same mistake again. This is an inherent feature of the learning to reason approach, and it captures a phenomenon that is hard to
formalize, when dealing with reasoning systems defined independent of learning.

L2R via Model Based Reasoning

In this section we develop the main technical results of this paper and exhibit the advantages of the Learning to Reason approach. We deviate from the traditional setting of "first learn to classify, then reason with the hypothesis": A learning algorithm is used first, but rather then learning a "classifying hypothesis", it constructs a knowledge representation that allows for efficient reasoning.

The results in this section use two recent results, one on learning via monotone theory (Bshouty 1993) and the other on reasoning with models (Khardon & Roth 1994b). Combining these two results yields Theorem 3. (Notice, though, that the reasoning algorithm does not use the "classifying hypothesis" of the learning algorithm but rather a set a models, a byproduct of it.)

Queries are called relevant if they are in \( \mathcal{F} \) (we also assume \( W \in \mathcal{F} \)). Queries are called common if they belong to some set \( \mathcal{L}_{f} \) of efficient propositional languages. Important examples of efficient languages are: log \( n \) CNF theories (CNF in which the clauses contain at most \( O(\log n) \) literals), \( k \)-quasi-Horn queries (a generalization of Horn theories in which there are at most \( k \) positive literals in each clause) and others.

**Theorem 3** There is an Exact-Learn to Reason algorithm, that uses an Equivalence Query and a Membership Query Oracles, for \((\text{CNF} \cap \text{DNF}, \mathcal{Q})\), where \( \mathcal{Q} \) is the class of all relevant and common queries.

The above theorem is an example for a reasoning problem that is provably hard in the "traditional" sense and has an efficient solution in the new model. Given a CNF knowledge base, even with the added information that it has a short DNF, the reasoning problem is still hard. This is so since it is NP-hard to find a satisfying assignment for a CNF expression even if one knows that it has exactly one satisfying assignment (Valiant & Vazirani 1986). The algorithm does not solve an NP-hard problem; the additional reasoning power of the agent is gained through the interaction with the world by using \( EQ(f) \) or \( EX_{\mathcal{P}}(f) \).

To present the next result we first introduce some definitions and results from the monotone theory of boolean functions and the theory of reasoning with models (Bshouty 1993; Khardon & Roth 1994b).

**Monotone Theory and Reasoning with Models**

**Definition 12 (Order)** We denote by \( \leq \) the usual partial order on the lattice \( \{0, 1\}^{n} \), the one induced by the order \( 0 < 1 \). That is, for \( x, y \in \{0, 1\}^{n}, x \leq y \) if and only if \( \forall i, x_i \leq y_i \). For an assignment \( b \in \{0, 1\}^{n} \) we define \( x \leq_b y \) if and only if \( x \oplus b \leq y \oplus b \) (Here \( \oplus \) is the bitwise addition modulo 2).

Intuitively, if \( b_i = 0 \) then the order relation on the \( i \)th bit is the normal order; if \( b_i = 1 \), the order relation is reversed and we have that \( 1 <_b 0 \). We now define:

The monotone extension of \( z \in \{0, 1\}^{n} \) with respect to \( b \):

\[
M_b(z) = \{ x \mid x \geq_b z \}.
\]

The monotone extension of \( f \) with respect to \( b \):

\[
M_b(f) = \{ x \mid x \geq_b z, \text{ for some } z \in f \}.
\]

The set of minimal assignments of \( f \) with respect to \( b \):

\[
\text{min}_b(f) = \{ z \mid z \in f, \text{ such that } \forall y \in f, z \neq_b y \}.
\]

Every boolean function \( f \) can be represented in the following form:

\[
f = \bigwedge_{b \in B} M_b(f) = \bigwedge_{b \in B} \bigvee_{z \in \text{min}_b(f)} M_b(z)
\]

In the above representation \( B \subseteq \{0, 1\}^{n} \) is called a basis. It is known that the size of the basis is at most the CNF size of \( f \) and the size of \( \text{min}_b(f) \) is at most its DNF size. (See (Khardon & Roth 1994b) for an exact characterization and a discussion of this issue.)

A basis can be used to characterize a class of boolean functions: those which can be expressed with it as in Eq. (1). It is known, for example, that the class of Horn CNF functions has a basis of size \( n + 1 \), and that the class of \( \log n \) CNF functions has a basis of size less than \( n^3 \).

Let \( \Gamma \subseteq KB \subseteq \{0, 1\}^{n} \) be a set of models. To decide whether \( KB \models \alpha \) use the model-based approach to deduction: for all the models \( z \in \Gamma \) check whether \( \alpha(z) = 1 \). If for some \( z, \alpha(z) = 0 \) say "No", otherwise say "Yes". This approach is feasible if \( \Gamma \) is small.

**Definition 13** Let \( \mathcal{F} \) be a class of functions, and let \( B \) be a basis for \( \mathcal{F} \). For a knowledge base \( KB \in \mathcal{F} \) we define the set \( \Gamma = \Gamma_{KB}^{B} \) of characteristic models to be the set of all minimal assignments of \( KB \) with respect to the basis \( B \). Formally,

\[
\Gamma_{KB}^{B} = \bigcup_{b \in B} \{ z \in \text{min}_b(KB) \}.
\]

**Theorem 4** Let \( KB, \alpha \in \mathcal{F} \) and let \( B \) be a basis for \( \mathcal{F} \). Then \( KB \models \alpha \) if and only if for every \( u \in \Gamma_{KB}^{B}, \alpha(u) = 1 \).

**Definition 14 (Least Upper-bound)** Let \( \mathcal{F}, \mathcal{G} \) be families of propositional languages. Given \( f \in \mathcal{F} \) we say that \( f_{\text{lub}} \in \mathcal{G} \) is a \( \mathcal{G} \)-least upper bound of \( f \) iff \( f \subseteq f_{\text{lub}} \) and there is no \( f' \in \mathcal{G} \) such that \( f \subseteq f' \subseteq f_{\text{lub}} \).

**Theorem 5** Let \( f \) be any propositional theory and \( \mathcal{G} \) a class of all propositional theories with basis \( B \). Then

\[
f_{\text{lub}} = \bigwedge_{b \in B} M_b(f).
\]

**Theorem 6** Let \( KB \in \mathcal{F}, \alpha \in \mathcal{G} \) and let \( B \) be a basis for \( \mathcal{G} \). Then \( KB \models \alpha \) if and only if for every \( u \in \Gamma_{KB}^{B}, \alpha(u) = 1 \).
L2R without Learning to Classify

The following algorithm is based on a modified version of an algorithm from (Bshouty 1993). We make use of a Reasoning Query Oracle $RQ(f, Q)$ and a Membership Query Oracle $MQ(f)$ to exactly Learn to Reason any boolean function $f$ with a polynomial size DNF.

We note that the requirements of the algorithm can be relaxed: a slightly more complicated version, using $EXD(f)$ instead of $RQ(f, Q)$, can be used to PAC-Learn to Reason $f$. Details are given in the full version.

Let $B$ be the basis for the class of queries $Q$. The algorithm collects a set of models $\Gamma = \cup_{b \in B} \Gamma_b$, the set of minimal assignments of $f$ with respect to $B$. By Theorem 6 this is the set of the minimal models of $f_{ub} = \wedge_{b \in B} M_b(f)$.

Algorithm $A$: For all $b \in B$ initialize $\Gamma_b = \emptyset$.

To get counterexamples, call $RQ(f, Q)$, for which the algorithm responses by performing the model-based test on the set $\cup_{b \in B} \Gamma_b$ (and therefore, answers "yes" initially). When it makes a mistake on a "yes" answer, it receives a positive counterexample $x$. In this case, the algorithm first finds $b \in B$ such that $x \in M_b(\Gamma_b)$ and then uses a greedy procedure that repeatedly calls $MQ(f)$ to find a new minimal model of $f$ with respect to the order $b$. ((Angluin 1988; Bshouty 1993). Details in the full version.)

In the query-answering phase, when given a query $x \in Q$, the algorithm answers by performing the model-based reasoning using the set $\Gamma = \cup_{b \in B} \Gamma_b$.

The algorithm is essentially a Mistake Bound algorithm that learns $f_{ub} = \wedge_{b \in B} M_b(f)$ from below.

**Theorem 7** Algorithm $A$ is a Exact-Learn to Reason algorithm for the problem $(DNF, Q)$, where $Q$ is the class of all common queries.

**Proof:** [sketch] Denote $h = \wedge_{b \in B} (\vee_{x \in \Gamma_b} M_b(z))$. Clearly, $\Gamma \subseteq \Gamma$, and therefore the algorithm $A$ never makes a mistake when it says "no" (and is therefore well defined). Whenever the algorithm errs on an $RQ(f, Q)$ query, it receives a positive counterexample, $x \in f \setminus h$. Since $x$ is negative for at least one of the $b$'s in the conjuction defining $h$, there exists a model $z \in \min(f) \setminus \Gamma_b$ for each of these $b$'s. Therefore, in this case, the algorithm can use a sequence of calls to $MQ(f)$ to find a new model of $f$, an element of $\Gamma^B$. Thus, with every such mistake the algorithm makes progress toward collecting the elements in the set $\Gamma^B$.

Therefore, after at most $|\Gamma|^B$ calls to $RQ(f, Q)$ algorithm $A$ makes no more mistakes on $RQ(f, Q)$ queries and therefore $h = f_{ub}$. Theorem 6 implies that $A$ is an Exact-Learn to Reason algorithm for $f$.

This should be contrasted with the inability to learn to classify DNF. One can learn $f_{ub}$ and reason with it with respect to common queries, but $f_{ub}$ is not sufficient as a substitute for $f$ when classifying examples.

---
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