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CIRCSIM-Tutor (CST) is a dialogue-based intelligent tutoring system (ITS) developed in 1980’s and being continually refined at the Illinois Institute of Technology. It is used for teaching and quizzing first-year medical students (about baroreceptor reflex mechanism of blood pressure control). The main challenge and advantage of CST is its use of natural language input. Instead of constraining the student to multiple-choice answers, it can parse and understand free text with high success. This approach is used to test student recall memory instead of recognition memory.
A typical dialogue with CST is: the tutor asks a question which requires a short answer; the student can answer with anything, including phrases such as “kiss my ass” to indicate his frustration. CST seems amazing robust at identifying nuances of the answers. For example, it can understand short answers, complete sentences, or common abbreviations. CTS preprocesses the input with: lexicon lookup, including abbreviations, spelling correction of frequently misspellings, finite state transducers, and lookup in concept ontologies. Finite state transducers recognize specific patterns, such as interpreting “not really changed” as “unchanged.” Concept ontology maps are developed for each question to identify category errors so if an answer is factually correct but not is not the correct answer to the question, the tutor can respond by assertive the student is fundamentally right but has a misconception of the question.
Ontology maps are used as a low-level check of whether the student understands the question. The final processing step is to actually determine if the answer is correct. The preprocessed answer is matched to a database that includes possible variations of right answers, partially correct answers, near miss answers which are close but not fully right, “grain of truth” answers which are incorrect but give some indication of what the student knows so the tutor can lead him to the correct answer, common misconceptions, “I don’t know” statements, and generally incorrect answers that do not fit into any of the above categories. The tutor responds accordingly, recognizing correct or partially correct answers and elaborating on concepts or giving hints for misconceptions, incorrect answers or help requests. Unfortunately, there are no current statistics on the effectiveness of CST. However, the paper quotes that when used with two physiology classes in 1998 and 1999, the tutor responded incorrectly only 1% of the time.
The database used to parse and interpret student answers was based empirically on fifty logs of human tutor and student sessions. The tutor and student were placed in separate rooms and communicated keyboard-to-keyboard for one- or two-hour sessions. The human tutors’ questions and responses were used to model CST’s questions and responses while the students’ answers were used to identify and categorize possible answers. It is unclear how much additional data and training was used to improve CST. However, dialog-based ITSs seem to have strong potential to emulate a human tutor once they have an extensive database to base their questions and responses.
