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Abstract

While real scenes produce a wide range of brightness vari-
ations, vision systems use low dynamic range image de-
tectors that typically provide 8 bits of brightness data at
each pixel. The resulting low quality images greatly limit
what vision can accomplish today. This paper proposes
a very simple method for significantly enhancing the dy-
namic range of virtually any imaging system. The basic
principle is to simultaneously sample the spatial and ex-
posure dimensions of image irradiance. One of several
ways to achieve this is by placing an optical mask adja-
cent to a conventional image detector array. The mask has
a pattern with spatially varying transmittance, thereby giv-
ing adjacent pixels on the detector different exposures to
the scene. The captured image is mapped to a high dy-
namic range image using an efficient image reconstruction
algorithm. The end result is an imaging system that can
measure a very wide range of scene radiances and produce
a substantially larger number of brightness levels, with a
slight reduction in spatial resolution. We conclude with
several examples of high dynamic range images computed
using spatially varying pixel exposures.

1 High Dynamic Range Imaging

Any real-world scene has a significant amount of bright-
ness variation within it. The human eye has a remarkable
dynamic range that enables it to detect subtle contrast vari-
ations and interpret scenes under a large variety of illumi-
nation conditions [Blackwell, 1946]. In contrast, a typi-
cal video camera, or a digital still camera, provides only
about 8 bits (256 levels) of brightness information at each
pixel. As a result, virtually any image captured by a con-
ventional imaging system ends up being too dark in some
areas and possibly saturated in others. In computational
vision, it is such low quality images that we are left with
the task of interpreting. Clearly, the low dynamic range of
existing image detectors poses a severe limitation on what
computational vision can accomplish. This paper presents
a very simple modification that can be made to any con-
ventional imaging system to dramatically increases its dy-
namic range. The availability of extra bits of data at each
image pixel is expected to enhance the robustness of vision
algorithms.
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2 Existing Approaches

First, we begin with a brief summary of existing tech-
niques for capturing a high dynamic range image with a
low dynamic range image detector.

2.1 Sequential Exposure Change

The most obvious approach is to sequentially capture mul-
tiple images of the same scene using different exposures.
The exposure for each image is controlled by either vary-
ing the F-number of the imaging optics or the exposure
time of the image detector. Clearly, a high exposure im-
age will be saturated in the bright scene areas but capture
the dark regions well. In contrast, a low exposure image
will have less saturation in bright regions but end up being
too dark and noisy in the dark areas. The complementary
nature of these images allows one to combine them into a
single high dynamic range image. Such an approach has
been employed in [Azuma and Morimura, 1996], [Saito,
1995], [Konishi et al., 1995], [Morimura, 1993], [Ikeda,
1998], [Takahashi et al., 1997], [Burt and Kolczynski,
1993], [Madden, 1993] [Tsai, 1994]. In [Mann and Pi-
card, 1995], [Debevec and Malik, 1997] and [Mitsunaga
and Nayar, 1999] this approach has been taken one step
further by using the acquired images to compute the radio-
metric response function of the imaging system.

The above methods are of course suited only to static
scenes; the imaging system, the scene objects and their
radiances must remain constant during the sequential cap-
ture of images under different exposures.

2.2 Multiple Image Detectors

The stationary scene restriction faced by sequential cap-
ture is remedied by using multiple imaging systems. This
approach has been taken by several investigators [Doi et
al., 1986], [Saito, 1995], [Saito, 1996], [Kimura, 1998],
[Ikeda, 1998]. Beam splitters are used to generate multi-
ple copies of the optical image of the scene. Each copy
is detected by an image detector whose exposure is preset
by using an optical attenuator or by changing the exposure
time of the detector. This approach has the advantage of
producing high dynamic range images in real time. Hence,
the scene objects and the imaging system are free to move
during the capture process. The disadvantage of course is
that this approach is expensive as it requires multiple im-
age detectors, precision optics for the alignment of all the
acquired images and additional hardware for the capture
and processing of multiple images.



2.3 Multiple Sensor Elements Within a Pixel

A rather novel approach to high dynamic range imaging
uses a different CCD design. In this approach, each detec-
tor cell includes two sensing elements (potential wells) of
different sizes (and hence sensitivities). When the detec-
tor is exposed to the scene, two measurements are made
within each cell and they are combined on-chip before
the image is read out. Such an approach has been pro-
posed by [Street, 1998], [Handy, 1986], [Wen, 1989],
[Hamazaki, 1996], [Murakoshi, 1994] and [Konishi et al.,
1995]. However, this technique is expensive as it requires
a sophisticated detector to be fabricated. In addition, spa-
tial resolution is reduced by a factor of two since the two
potential wells take up the same space as two pixels in
a conventional image detector. Further, the technique is
forced to use a simple combining technique for the out-
puts of the two wells as it is done on-chip.

2.4 Adaptive Pixel Exposure

A different approach to high dynamic range imaging has
been proposed in [Brajovic and Kanade, 1996]. Here, a
novel solid state image sensor is developed where each
pixel on the device includes a computational element that
measures the time it takes to attain full potential well ca-
pacity. Since the full-well capacity is the same for all pix-
els, the time to achieve it is proportional to image irradi-
ance. The recorded time values are read out and converted
to a high dynamic range image. This approach is attrac-
tive, but faces the challenge of scaling to high resolution
while keeping fabrication costs under control. In addition,
since exposure times can be large in dark scene regions,
the method is expected to be more susceptible to motion
blur. This work is in progress and an initial version of the
device with 32x32 cells has been implemented.

3 Spatially Varying Pixel Exposures
In this paper, we introduce the notion of spatially varying
pixel sensitivities for high dynamic range imaging. Con-
sider the array of pixels shown in Figure 1. The brightness
level associated with each pixel represents its sensitivity,
such that, the brighter pixels have greater exposure to im-
age irradiance and the darker ones have lower exposure. In
the example shown, four neighboring pixels have different
exposures (�� � �� � �� � ��) and this pattern is repeated
over the detector array. We will refer to the captured image
as a spatially varying exposure (SVE) image.

The key feature here is that we are simultaneously sam-
pling the spatial dimensions as well as the exposure di-
mension of image irradiance. Note that when a pixel is sat-
urated in the acquired image, it is likely to have a neighbor
that is not, and when a pixel produces zero brightness, it
is likely to have a neighbor that produces non-zero bright-
ness. Our goal is to exploit this spatio-exposure sampling
and compute a high dynamic range image of the scene.

It is worth noting that we are by no means restricted to the
pattern shown in Figure 1. The number of discrete expo-
sures can differ and the pattern does not have to be peri-
odic. There may be instances where a random exposure
pattern may be useful. The pattern can be implemented in
many ways. One approach is to place a mask with cells
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Figure 1: Pixel exposures (or sensitivities) can be spatially var-
ied to simultaneously sample scene radiance along spatial as well
as dynamic range dimensions. The captured image is used to
compute a high dynamic range image of the scene.

of different optical transparencies adjacent to the detec-
tor array. This pattern can also be etched directly on the
detector in the case of solid state devices such as CCDs.
Alternatively, the sensitivity of the pixels can be preset by
using different microlenses on the array, by using differ-
ent integration times for different pixels, or by embedding
different apertures for the potential wells of the pixels. All
these implementations result in the same effect, namely, a
detector array with spatially varying exposures.

In this paper, we will assume the use of an optical mask
with a pattern of cells with different transparencies, as this
approach results in a very simple modification to virtually
any imaging system. Figure 2 shows several ways of in-
corporating an optical mask into an imaging systems. In
Figure 2(a), the mask is placed adjacent to the detector
plane. In cases where access to the detector plane is diffi-
cult, the mask may be placed outside the imaging lens. In
this case, a primary lens is used to focus the scene onto the
mask plane. The light rays that emerge from the mask are
received by the imaging lens and focused onto the detector
plane. A diffuser may be used to remove the directionality
of rays arriving at the mask. Then the imaging lens is fo-
cused at the diffuser plane. Figure 2(c) shows how a mask
can be easily incorporated into a photographic camera as
well. In this case, the mask is fixed adjacent to the plane
along which the film advances. Finally, the SVE idea is by
no means restricted to visible light. In principle, the dy-
namic range of any electromagnetic radiation imager can
be enhanced using this method.

4 Dynamic Range
Let us consider the case where scene radiance is smoothly
varying such that adjacent pixels are subjected to roughly
the same radiance. It is important to note that we are mak-
ing this assumption only for the purpose of illustration and
that the SVE method does not rely on such an assumption.
Consider an SVE imaging system that uses a CCD image
detector. The dynamic range of the CCD detector itself
can be defined as the ratio of the maximum and the min-
imum electron charge measurable by the potential wells
corresponding to the pixels [Theuwissen, 1995],[Healey
and Kondepudy, 1994]. Dynamic range is often expressed
as:

�� � �� ���
�����

��

� (1)



  Image  
Detector

Exposure
 Pattern

Imaging
   Lens

(a)

  Image
Detector

Imaging
   Lens

Primary
   Lens

Exposure
  PatternDiffuser

(b)

Imaging
   Lens

Film

Exposure
  Pattern

(c)

Figure 2: One way to achieve spatially varying pixel exposures
is by using an optical mask with an array of cells with different
transparencies. (a) Such a mask can be placed adjacent to the
image detector array. (b) The mask can also be fixed at a distance
from the detector by using a primary lens to focus scene rays onto
the mask and an imaging lens to project radiance at the mask onto
the detector plane. (c) For film cameras, the mask can be placed
adjacent to the film area that is exposed to the scene.

where ����� represents the full-well capacity of the de-
tector and �� is rms of the read-noise of the CCD. The
analog output of the camera is subsequently quantized via
A/D conversion to obtain a digital image. The number of
gray levels in the image and the gain of the A/D conver-
tor are usually adjusted such that the maximum gray level
���� corresponds to the full-well capacity and the mini-
mum level ���� corresponds to the minimum signal (read-
noise) detectable by the CCD. The process of quantization
itself introduces an additional noise, but we will ignore its
contribution for simplicity. Then, the dynamic range of the
digitized image can be written as:

�� � �� ���
����

����

� (2)

Hence, the number of gray levels is often viewed as a mea-
sure of the dynamic range. The minimum gray level ����

is typically set to 1. Therefore, an 8-bit CCD detector re-
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Figure 3: An imaging system with a spatially varying expo-
sure pattern simultaneously measures local scene radiance � us-
ing different exposures. In the pattern shown in Figure 1, four
exposures are used such that the maximum exposure � � measures
low scene radiance with high fidelity, while the minimum expo-
sure �� can measure very high radiance values without saturation.
When information from the four exposures are used together, a
non-linear quantization of scene radiance is obtained.

sults in a dynamic range of �� ��� ��� � ���	
 decibels.

In the case of an SVE camera, the minimum gray level
remains ���� � 	, but the maximum detectable gray level
becomes ���� ����	���� where ���� and ���� are the
maximum and minimum exposures used in the exposure
pattern. Hence, the dynamic range of an SVE camera is

��	
� � �� ���
����

����

����

����

(3)

In Figure 1, we have four exposures. Let us assume these
are �� � ��� � 	��� � ����. Then, the dynamic range is
�� ��� ����� �� � ����� decibels, which is a dramatic
increase with respect to a conventional imaging system.

5 Number of Gray Levels
As seen from Figure 3, each exposure is uniformly quan-
tized but the set of four exposures together produce a non-
uniform quantization of scene radiance. As noted by Mad-
den [Madden, 1993], this non-uniformity can be advanta-
geous as it represents a judicious allocation of resources
(bits). Though the difference between quantization levels
increases with scene radiance, the sensitivity to contrast
remains more or less linear. This is because contrast is de-
fined as brightness change normalized by brightness itself.

We now determine the total number of gray levels cap-
tured by an SVE imaging system. Let the total number of
quantization levels produced at each pixel be 
 (256 for
a 8-bit detector) and the number of different exposures in
the pattern be �. Then, as seen from Figure 3, a total of

� levels lie within the range of measurable radiance val-
ues. However, as seen from the figure, the output ranges
of the different exposures overlap with each other and, for
certain sets of exposures, the quantization levels for the



different exposures can exactly coincide in the overlap re-
gions. Thus, one may consider only the quantization levels
contributed by the highest exposure within any given over-
lap region. Then, the total number of unique quantization
levels can be determined to be:

� � 
 �
����
��

�

�
�
 � 	 � �
 � 	

�
���

�
� (4)

where �� rounds-off  to the closest integer. For an 8-
bit detector with an SVE pattern with four exposures such
that � � ����, the total number of unique quantization
levels is found to be � � ���, which is a considerable
improvement over 
 � ��� for just the image detector.

6 Spatial Resolution
In a conventional imaging system, the number of sensing
elements (pixels) on the detector and the field of view that
is projected by the imaging optics onto the detector deter-
mine the spatial resolution of the system. It is important
to note that in a SVE imaging system the number of pixels
remain the same and therefore there is no loss in resolution
due to the sampling process. However, a reduction in res-
olution results from the fact that some of the pixels with
high exposure are expected to be saturated and some of
the ones with very low exposure are expected to produce
low and noisy intensities. The goal here is to reconstruct
a high dynamic range image despite the presence of these
saturated and low intensity measurements. We will briefly
describe two algorithms for this purpose.

6.1 Image Reconstruction by Aggregation

The simplest approach is to average the local brightness
values produced by different exposures. At first glance,
this might appear to be a crude approach to the problem.
However, it has desirable dynamic range attributes and
does not reduce resolution as much as one might expect.

Let us assume that the captured SVE image is � ��� � and
the reconstructed high dynamic range image is ����� �.
Consider the exposure pattern shown in Figure 1. The
aggregation method simply convolves the captured image
with a � � � box filter, which yields the average of the
four brightness values it is applied to. This average value
is assigned to center of the four pixels, thereby producing
an image that is offset from the original image by half the
distance between pixels, in each of the two dimensions.

Note that any � � � set of pixels in the SVE image will
include pixels with four different exposures. Therefore,
if the underlying scene radiance is smoothly varying, all
four pixels will correspond to roughly the same radiance
and the averaging process results in a piece-wise linear re-
sponse function like the one shown in Figure 4. This re-
sponse function is obtained by simply adding the response
functions for the four exposures shown in Figure 3. The
break points between the linear segments are caused by the
different saturation points of the individual response func-
tions. Overall, the function in Figure 4 is a gamma-like
function with gamma greater than 1. In practice, this sim-
ple aggregation method works well except at sharp edges
where resolution is slightly reduced.
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Figure 4: Simple aggregation of the local brightness values pro-
duced by the set of different exposures results in an effective re-
sponse function with a wide dynamic range and a gamma-like
non-linearity.

6.2 Image Reconstruction by Interpolation

If our goal is to ensure that the final resolution is close to
the actual CCD resolution, a better reconstruction method
is needed. For this, we first discard all saturated as well as
low intensity (noisy) brightness values using appropriate
thresholds. Then, all remaining brightness values � ��� �
are normalized by their respective exposures to obtain the
scaled radiance estimates �� ��� �.

The reconstruction problem may be posed as one of es-
timating the discarded brightness values. However, the
undiscarded normalized brightness values may themselves
be noisy. Therefore, rather than finding estimates for just
the discarded brightness values, we find the surface that
best fits the undiscarded values and then resample this sur-
face to obtain the complete reconstructed image. For this
we define two sets of points in image space, namely, on-
grid points that correspond to the pixel locations and off-
grid points that lie in between the pixel locations. Our
algorithm has two steps. First, we compute all off-grid
points from the undiscarded on-grid points. Then, we in-
terpolate all off-grid points to obtain the on-grid ones.

As an example, we use cubic interpolation which is close
to the ideal sinc interpolation. Let ����� ���� �� ��� be
the set of off-grid brightness values located at the centers
of all sets of four pixels. If the �� values were known, the
desired on-grid brightnesses ����� � can be determined
by cubic interpolation as: ����� � �

����
���

����
���

��	����� 	���������	����� ��	����

(5)
where � is the cubic convolution kernel. We would like
to find the �� values that minimize the error between the
normalized measurements and the reconstructed image. If
we focus on a specific off-grid point, then (5) can be writ-
ten in vector form as:

�� � ��� � (6)

where, vector �� includes 	�� 	 on-grid brightness val-



ues, matrix � includes 	� � �� cubic convolution ker-
nel elements and vector �� includes �� � 	 off-grid
brightness values. We do not know the on-grid estimates
�� but rather only the undiscarded on-grid measurements
�� ��� �. If these measurements are used we get:

�� � ��� � (7)

where, �� is � � 	�. Note that � � 	� when none of
the on-grid measurements are discarded within the span
of the interpolation kernel, and � � 	� when some of
measurements are discarded due to saturation or low in-
tensity. Since this is an underdetermined system of equa-
tions,�� can be found by using the pseudo-inverse �� �
�
� ���� ��:

�� � �
� �� � (8)

Once all the off-grid brightnesses��������� ����� have
been determined, they can be used in (5) to determine all
the on-grid brightness values ����� � that make up the
reconstructed high dynamic range image.

7 Experiments
We are currently developing a prototype SVE camera with
on-board image reconstruction capability. Meanwhile, we
have conducted several experiments to verify the feasibil-
ity of SVE imaging. In these experiments, the SVE im-
age was simulated by combining pixels from four differ-
ent images taken with exposures � � �������, where
���� are the exposure ratios. It is important to note that
the simulated SVE image is exactly what an imaging de-
vice would produce with the appropriate optical mask in-
corporated into it.

Figures 5(a)-(d) show four images captured with a digital
camera using the exposure ratios ���� � �. The scene
includes two regions that are separated by a panel in the
middle that casts a very strong shadow on the right half of
the scene, while the left half is brightly lit. As expected,
the dark areas produce near-zero (noisy) brightness values
in the low exposure image, and saturated brightness values
in the high exposure image. In short, none of the four im-
ages provide useful brightness values at all pixels. The
corresponding SVE image is shown in Figure 5(e) (see
inset image for details). The high dynamic range image
shown in Figure 5(f) was computed from the SVE image
using the aggregation algorithm. This image is brightness
enhanced to show that the entire scene is captured despite
the significant radiance variations within it.

Figures 5 (g)-(n) show magnified results for a very dark
scene region (A) and a very bright region (B). As shown
in Figures 5 (g) and (k) the lowest and highest exposures
produce poor results for these regions. The best exposures
for these regions are different as shown in Figures 5 (h)
and (l). For both regions, the output of the SVE method
is comparable in brightness quality and resolution to the
images produced by the best exposures.

Figures 6 (a)-(d) show four differently exposed images of
a scene that includes indoor and outdoor regions. In this
case the exposure ratios used were ���� � �. Again,
each of these images is either saturated or too dark (noisy)

for some part of the scene. The high dynamic range image
in Figure 6(f) was computed from the SVE image in Fig-
ure 6(e) using the cubic interpolation algorithm. The wide
dynamic range of this image was compressed to more ef-
fectively display the richness of information captured by
the SVE method.

8 Response Function from a Single Image
In our discussions, we have assumed the response function
of the imaging system used to construct the SVE system to
be linear. However, most imaging systems are non-linear.
Measured brightness � is related to the corresponding
scaled radiance � as � � ��� , where � is the unknown
response function. Methods for computing response func-
tions from multiple images of a scene taken under differ-
ent exposures have been presented in [Debevec and Malik,
1997] and [Mitsunaga and Nayar, 1999].

We now show that a single SVE image of an arbitrary
scene is sufficient to compute the response function � of
an imaging system. This results from the fact that embed-
ded within the image are brightness measurements corre-
sponding to different exposures �. First, the SVE image,
say with four different exposures, is decomposed by sub-
sampling into four images that correspond to different ex-
posures. Then, a simple local brightness variance test is
applied to all four images to identify (reliable) pixels that
have more or less constant brightness around them. The
above decomposition and constancy test result in the map-
ping of brightness values � ��� � in the SVE image to val-
ues ��� where � � �� 	� ���� represent pixel locations in
the decomposed image space and � � �� 	� ���� represent
the discrete exposures.

In [Mitsunaga and Nayar, 1999], a polynomial model is
used for the response function:

� � ���  �
��
���

���
� (9)

where, �� are the unknown coefficients of the polynomial
and � is its order. Since the ratio of scaled radiance for
two exposures at the same pixel equals the ratio of the ex-
posures, we have:

���
�����

� ���� (10)

where, ���� � �	���. Substituting (9) in (10) we get
an expression where the coefficients �� of the polynomial
are the only unknowns. Using all the stable measurements
���, the coefficients �� are estimated by the least-squares
method (see [Mitsunaga and Nayar, 1999]).

Figure 7 shows an SVE image that includes four different
exposures of the same scene with ratios ���� � �. The
above procedure was applied to the image to obtain the
response function (solid curve) shown in Figure 8. The
accuracy of this function was verified using a calibration
color chart with several patches of known reflectances (see
circles in Figure 8).
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Figure 5: Experimental results on SVE imaging. (a)-(d) Images taken with an 8-bit digital camera using four different exposures.
Each image is either too dark (noisy) or saturated for some part of the scene. (e) The corresponding SVE image. (f) The high dynamic
range image computed from the SVE image using the aggregation algorithm. This image is histogram equalized to show that the
entire range of scene radiances was successfully captured. (g)-(n) Magnified results for regions A and B shown in image (f). Note
that the best exposures (see (h) and (l)) for these regions differ by a factor of 8. Yet, the computed image demonstrates high brightness
quality and resolution for both these regions. (See [CAVE Website, 2000] for color figures).
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Figure 6: Experimental results on SVE imaging. (a)-(d) Images taken with an 8-bit digital camera using four different exposures.
The scene includes indoor (dark) and outdoor (bright) regions. This is a classic example of the type of scene that cannot be captured
with any reasonable quality using an 8-bit sensor. All four images are either too dark in the indoor regions or too bright in the
outdoor region. (e) The SVE image. (f) The high dynamic range image computed from the SVE image using the cubic interpolation
algorithm. Since it hard to print/display the entire dynamic range of the computed image, we have used dynamic range compression
to bring out the prominent scene features. (See [CAVE Website, 2000] for color figures).



Figure 7: An SVE image with an exposure pattern that includes
four discrete exposures.
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Figure 8: The response function (solid curve) of the imaging
system computed from the single SVE image shown in Figure 7.
The circles are samples of the response function obtained using
a calibration color chart.
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