
Wrap	  Up	  



We	  talked	  about 	  	  

•  Filters	  
•  Edges	  
•  Corners	  
•  Interest	  Points	  
•  Descriptors	  
•  Image	  S<tching	  
•  Stereo	  
•  SFM	  



We	  talked	  about 	  	  

•  Reconstruc<on	  
•  Flow	  
•  Face	  Detec<on	  
•  Face	  Recogni<on	  
•  Pedestrian	  Detec<on	  
•  Part-‐Based	  Recogni<on	  
•  …	  



What	  else	  ? 	  	  

•  Several	  other	  interes<ng	  stuff	  that	  we	  wanted	  
to	  talk	  about	  them	  
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Car 

Image	  Segmenta<on	  







Scene	  Parsing	  



Context	  



drive-‐
way	  

sky	  

house	  

?	   grass	  

Context-‐aware	  visual	  discovery	  

grass	  

sky	  

truck	  house	  

?	   drive-‐
way	   grass	  

sky	  

house	  
drive-‐
way	  

fence	  

?	  

?	   ?	   ?	  

10	  

Context	  in	  supervised	  recogni1on:	  
[Torralba	  2003],	  [Hoiem	  et	  al.	  2006],	  [He	  et	  al.	  2004],	  [ShoUon	  et	  al.	  2006],	  [Heitz	  &	  
Koller	  2008],	  	  [Rabinovich	  et	  al.	  2007],	  [Galleguillos	  et	  al.	  2008],	  [Tu	  2008],	  [Parikh	  et	  
al.	  2008],	  [Gould	  et	  al.	  2009],	  [Malisiewicz	  &	  Efros	  2009],	  [Lazebnik	  2009]	  



AUributes	  

Vehicle	  

Wheel	  

Animal	  

Leg	  

Head	  
Four-‐legged	  
Mammal	  

Can	  run	  
Can	  Jump	  
Is	  Herbivorous	  
Facing	  right	  

Moves	  on	  road	  
Facing	  right	  



3D	  Recogni<on	  
Thinking Inside the Box 5

Fig. 2. Our algorithm takes original image and estimates the vanishing points of the
three orthogonal directions of the world using method of [1]. This fixes the orientation of
objects. We then generate many object candidates by sliding a cuboid in 3D. A sample
of candidates are shown with different colors in (c). We detect cuboids by searching
for their axis aligned ‘faces’ using rectified gradient features(shown in (d)). Some face
samples with high response in each of the three orientation are shown in (e) with red,
green and yellow. Bed cuboid detected by this procedure is further refined with the
constraints provided by box layout of scene (shown in red) using a simple probabilistic
model. The highest scoring bed cuboid is shown in yellow.
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Pose	  Es<ma<on	  







Tracking	  
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Abstract

We present a method to analyze daily activities, such
as meal preparation, using video from an egocentric cam-
era. Our method performs inference about activities, ac-
tions, hands, and objects. Daily activities are a challenging
domain for activity recognition which are well-suited to an
egocentric approach. In contrast to previous activity recog-
nition methods, our approach does not require pre-trained
detectors for objects and hands. Instead we demonstrate
the ability to learn a hierarchical model of an activity by
exploiting the consistent appearance of objects, hands, and
actions that results from the egocentric context. We show
that joint modeling of activities, actions, and objects leads
to superior performance in comparison to the case where
they are considered independently. We introduce a novel
representation of actions based on object-hand interactions
and experimentally demonstrate the superior performance
of our representation in comparison to standard activity
representations such as bag of words.

1. Introduction
Understanding human activities from video is a funda-

mental problem in computer vision which has spawned a
rich literature [22, 32]. Much of the initial work in this
area has been focused on analyzing movement patterns, and
has resulted in near perfect performance on simple, stan-
dard datasets such as KTH [29]. In contrast to these early
datasets, people in realistic scenarios manipulate objects as
a natural part of performing an activity, and these object
manipulations are important part of the visual evidence that
should be considered. In addition, attempts to position fixed
cameras in homes or offices to capture naturally-occurring
activities is challenging due to the inherently-limited field
of view of a fixed camera and the difficulty of keeping all
relevant body parts, including fingers and hands, in focus
and at sufficient resolution at all times.

An alternative to the conventional “third person” video
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Figure 1: An overview of our approach.

capture paradigm is to mount a camera on the head of a
subject and record activities from an egocentric perspective
(i.e. from the subject’s own point of view). There has been
significant recent interest in the egocentric approach to vi-
sion [26, 30, 7, 31]. We believe that the egocentric paradigm
is particularly beneficial for analyzing activities that involve
object manipulation, for three reasons: First, occlusions of
manipulated objects tend to be minimized as the workspace
containing the objects is always visible to the camera. Sec-
ond, objects tend to be presented at consistent viewing di-
rections with respect to the egocentric camera, because the
poses and displacements of manipulated objects are consis-
tent in workspace coordinates. Third, actions and objects
tend to appear in the center of the image and are usually in
focus, resulting in high quality image measurements for the
areas of interest.

In this paper we address the problem of understanding
daily activities like meal preparation in an egocentric set-
ting. Most day-to-day activities consist of actions that in-
volve manipulating objects like pouring water into a cup,
opening a peanut-butter jar, etc. Interactions between ob-
jects and hands contain important discriminative cues for
action recognition. This suggests representing actions by
objects and their interactions with hands. This approach is
in contrast to traditional action recognition methods where
body configurations and movements are the main features.

A key aspect of our approach is the use of the seman-
tic relationships between activities, actions, and objects to
prune the search space arising in video interpretation. We

1


