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Translation: Codebreaking?

When I look at an article in Russian, I say: 
‘This is really written in English, but it has 
been coded in some strange symbols. I will 
now proceed to decode.’ ”

§ Warren Weaver (1955:18, quoting a letter he 
wrote in 1947)



Brief History of NLP
§ Mid 1950’s – mid 1960’s:  Birth of NLP and Linguistics

§ At first, people thought MT would be easy! Researchers predicted that 
“machine translation” can be solved in 3 years or so.

§ Mid 1960’s – Mid 1970’s: A Dark Era
§ People started believing that machine translation is impossible.

§ 1970’s and  early 1980’s – Slow Revival of NLP
§ Small toy problems, linguistic heavy, weak empirical evaluation

§ Late 1980’s and 1990’s – Statistical Revolution!
§ By this time, the computing power increased substantially .
§ Data-driven, statistical approaches with simple representation.

è“Whenever I fire a linguist, our MT performance improves.” (Jelinek,1988)
§ 2000’s – Statistics Powered by Linguistic Insights

§ More complex statistical models & richer linguistic representations.



Machine Translation: Examples



Corpus-Based MT
Modeling correspondences between languages

Sentence-aligned parallel corpus:

Yo lo haré mañana
I will do it tomorrow

Hasta pronto
See you soon

Hasta pronto
See you around

Yo lo haré pronto I will do it soon

I will do it around

See you tomorrow

Machine translation system:

Model of 
translation



Levels of Transfer

“Vauquois Triangle”



General Approaches
§ Rule-based approaches

§ Expert system-like rewrite systems
§ Interlingua methods (analyze and generate)
§ Lexicons come from humans
§ Can be very fast, and can accumulate a lot of knowledge over 

time (e.g. Systran)

§ Statistical approaches
§ Word-to-word translation
§ Phrase-based translation
§ Syntax-based translation (tree-to-tree, tree-to-string)
§ Trained on parallel corpora
§ Usually noisy-channel (at least in spirit)



Translation is hard!
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   zi    zhu     zhong   duan

自   助      �      端
   self  help terminal device

(ATM,  “self-service terminal”)

help oneself terminating machine

Examples from Liang Huang
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or even...
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Examples from Liang Huang



Human Evaluation
Madame la présidente, votre présidence de cette institution a été marquante.
Mrs Fontaine, your presidency of this institution has been outstanding.
Madam President, president of this house has been discoveries.
Madam President, your presidency of this institution has been impressive.

Je vais maintenant m'exprimer brièvement en irlandais.
I shall now speak briefly in Irish .
I will now speak briefly in Ireland . 
I will now speak briefly in Irish .

Nous trouvons en vous un président tel que nous le souhaitions.
We think that you are the type of president that we want.
We are in you a president as the wanted. 
We are in you a president as we the wanted.

Evaluation Questions:
• Are translations fluent/grammatical?
• Are they adequate (you understand the meaning)?



MT: Automatic Evaluation
§ Human evaluations: subject measures, 

fluency/adequacy

§ Automatic measures: n-gram match to 
references
§ NIST measure: n-gram recall (worked poorly)
§ BLEU: n-gram precision (no one really likes it, but 

everyone uses it)

§ BLEU:
§ P1 = unigram precision
§ P2, P3, P4 = bi-, tri-, 4-gram precision
§ Weighted geometric mean of P1-4
§ Brevity penalty (why?)
§ Somewhat hard to game…



Automatic Metrics Work (?)



MT System Components

source
P(e) e f

decoder
observed     

argmax P(e|f) = argmax P(f|e)P(e)
e e

e f
best

channel
P(f|e)

Language Model Translation Model



Part I – Word Alignment 
Models



Word Alignment

What is the anticipated 
cost of collecting fees 
under the new proposal?

En vertu des nouvelles 
propositions, quel est le 
coût prévu de perception 
des droits?

x z
What

is 
the

anticipated
cost

of
collecting 

fees 
under 

the 
new 

proposal
?

En 
vertu 
de
les
nouvelles 
propositions
, 
quel 
est 
le 
coût 
prévu 
de 
perception 
de 
les 
droits
?



Word Alignment



Unsupervised Word Alignment
§ Input: a bitext, pairs of translated sentences

§ Output: alignments: pairs of
translated words
§ When words have unique

sources, can represent as
a (forward) alignment
function a from French to
English positions

nous acceptons votre opinion .

we accept your view .



The IBM Translation Models
The Mathematics of Statistical Machine 
Translation: Parameter Estimation 

Peter E Brown* 
IBM T.J. Watson Research Center 

Vincent J. Della Pietra* 
IBM T.J. Watson Research Center 

Stephen A. Della Pietra* 
IBM T.J. Watson Research Center 

Robert L. Mercer* 
IBM T.J. Watson Research Center 

We describe a series o,f five statistical models o,f the translation process and give algorithms,for 
estimating the parameters o,f these models given a set o,f pairs o,f sentences that are translations 
o,f one another. We define a concept o,f word-by-word alignment between such pairs o,f sentences. 
For any given pair of such sentences each o,f our models assigns a probability to each of the 
possible word-by-word alignments. We give an algorithm for seeking the most probable o,f these 
alignments. Although the algorithm is suboptimal, the alignment thus obtained accounts well for 
the word-by-word relationships in the pair o,f sentences. We have a great deal o,f data in French 
and English from the proceedings o,f the Canadian Parliament. Accordingly, we have restricted 
our work to these two languages; but we,feel that because our algorithms have minimal linguistic 
content they would work well on other pairs o,f languages. We also ,feel, again because of the 
minimal linguistic content o,f our algorithms, that it is reasonable to argue that word-by-word 
alignments are inherent in any sufficiently large bilingual corpus. 

1. Introduct ion 

The growing availability of bilingual, machine-readable texts has stimulated interest 
in methods for extracting linguistically valuable information from such texts. For ex- 
ample, a number of recent papers deal with the problem of automatically obtaining 
pairs of aligned sentences from parallel corpora (Warwick and Russell 1990; Brown, 
Lai, and Mercer 1991; Gale and Church 1991b; Kay 1991). Brown et al. (1990) assert, 
and Brown, Lai, and Mercer (1991) and Gale and Church (1991b) both show, that it is 
possible to obtain such aligned pairs of sentences without inspecting the words that 
the sentences contain. Brown, Lai, and Mercer base their algorithm on the number of 
words that the sentences contain, while Gale and Church base a similar algorithm on 
the number of characters that the sentences contain. The lesson to be learned from 
these two efforts is that simple, statistical methods can be surprisingly successful in 
achieving linguistically interesting goals. Here, we address a natural extension of that 
work: matching up the words within pairs of aligned sentences. 

In recent papers, Brown et al. (1988, 1990) propose a statistical approach to ma- 
chine translation from French to English. In the latter of these papers, they sketch an 
algorithm for estimating the probability that an English word will be translated into 
any particular French word and show that such probabilities, once estimated, can be 
used together with a statistical model of the translation process to align the words 
in an English sentence with the words in its French translation (see their Figure 3). 

* IBM T.J. Watson Research Center, Yorktown Heights, NY 10598 

(~) 1993 Association for Computational Linguistics 

[Brown et al 1993]



IBM Model 1 (Brown 93)
§ Peter F. Brown, Vincent J. Della Pietra, Stephen A. Della Pietra, 

Robert L. Mercer
§ The mathematics of statistical machine translation:

Parameter estimation. In: Computational Linguistics 19 (2), 1993. 
§ 3667 citations.



IBM Model 1 (Brown 93)
§ Model parameters: 
§ A (hidden) alignment vector                      where                means 
‘i’th target word is translated from ‘j’th source word. 

§ Include a “null” word on the source side
§ This alignment vector defines 1-to-many mappings. (why?)

p(f1 . . . fm, a1 . . . am|e1 . . . el,m) =
mY

i=1

q(ai|i, l,m)t(fi|eai)

=
mY

i=1

1

l + 1
t(fi|eai)

Uniform alignment model!

NULL0

ai = j(a1, ..., am)
t(f |e) := p(0e0 is translated into

0f 0|e)



IBM Model 1: Learning
§ If given data with alignment {(e1...el,a1…am,f1...fm)k|k=1..n}

§ In practice, no such data available at large scale.
§ Thus, learn the translation model parameters while keeping 

alignment as latent variables, using EM, 
§ Repeatedly re-compute the expected counts:

§ Basic idea: compute expected source for each word, update co-
occurrence statistics, repeat

§ Q: What about inference? Is it hard?

tML(f |e) =
c(e, f)

c(e)
where �(k, i, j) = 1 if a(k)i = j, 0 otherwise

�(k, i, j) =
t(f (k)

i |e(k)j )
P

j0 t(f
(k)
i |e(k)j0 )

c(e, f) =
X

k

X

i s.t. ei=e

X

j s.t. fj=f

�(k, i, j)



Sample EM Trace for Alignment
(IBM Model 1 with no NULL Generation)

green house
casa verde

the house
la casa

Training
Corpus

1/3 1/3 1/3
1/3 1/3 1/3
1/3 1/3 1/3

green
house

the

verde       casa           la

Translation
Probabilities

Assume uniform
initial probabilities

green house
casa verde

green house
casa verde

the house
la casa

the house
la casa

Compute
Alignment
Probabilities
P(A, F | E) 1/3 X 1/3 = 1/9 1/3 X 1/3 = 1/9 1/3 X 1/3 = 1/9 1/3 X 1/3 = 1/9

Normalize 
to get
P(A | F, E) 2

1
9/2
9/1
=

2
1

9/2
9/1
= 2

1
9/2
9/1
=

2
1

9/2
9/1
=



Example cont.

green house
casa verde

green house
casa verde

the house
la casa

the house
la casa

1/2 1/2 1/2 1/2

Compute 
weighted 
translation 
counts

1/2 1/2 0
1/2 1/2 + 1/2 1/2
0 1/2 1/2

green
house

the

verde       casa           la

Normalize
rows to sum 
to one to 
estimate P(f | e)

1/2 1/2 0
1/4 1/2 1/4
0 1/2 1/2

green
house

the

verde       casa           la



Example cont.

green house
casa verde

green house
casa verde

the house
la casa

the house
la casa

1/2 X 1/4=1/8

1/2 1/2 0
1/4 1/2 1/4
0 1/2 1/2

green
house

the

verde       casa           la

Recompute
Alignment
Probabilities
P(A, F | E) 1/2 X 1/2=1/4 1/2 X 1/2=1/4 1/2 X 1/4=1/8

Normalize 
to get
P(A | F, E) 3

1
8/3
8/1
=

3
2

8/3
4/1
=

3
2

8/3
4/1
=

3
1

8/3
8/1
=

Continue EM iterations until translation
parameters converge

Translation
Probabilities



IBM Model 1 - EM intuition16

EM algorithm
... la maison ... la maison blue ... la fleur ...

... the house ... the blue house ... the flower ...

• Initial step: all alignments equally likely

• Model learns that, e.g., la is often aligned with the

Miles Osborne Machine Translation January 2013
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... la maison ... la maison blue ... la fleur ...

... the house ... the blue house ... the flower ...

• After one iteration

• Alignments, e.g., between la and the are more likely

Miles Osborne Machine Translation January 2013

Step 1

Step 2

Example from Philipp Koehn
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EM algorithm
... la maison ... la maison bleu ... la fleur ...

... the house ... the blue house ... the flower ...

• After another iteration

• It becomes apparent that alignments, e.g., between fleur and flower are more
likely

Miles Osborne Machine Translation January 2013
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• Convergence

• Inherent hidden structure revealed by EM
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Evaluating Alignments
§ How do we measure quality of a word-to-word 

model?
§ Method 1: use in an end-to-end translation system

§ Hard to measure translation quality
§ Option: human judges
§ Option: reference translations (NIST, BLEU)
§ Option: combinations (HTER)
§ Actually, no one uses word-to-word models alone as TMs

§ Method 2: measure quality of the alignments 
produced
§ Easy to measure
§ Hard to know what the gold alignments should be
§ Often does not correlate well with translation quality (like 

perplexity in LMs)



Alignment Error Rate
§ Alignment Error Rate

§ A := predicted alignments
§ S := sure alignments
§ P := possible alignments   

(including sure alignments)

Sure align.
Possible  align.
Predicted 

align.

=
=
=  



Problems with Model 1
§ There’s a reason they 

designed models 2-5!
§ Problems: alignments jump 

around, align everything to 
rare words

§ Experimental setup:
§ Training data: 1.1M sentences 

of French-English text, 
Canadian Hansards

§ Evaluation metric: alignment 
error Rate (AER)

§ Evaluation data: 447 hand-
aligned sentences



Intersected Model 1
§ Post-intersection: standard 

practice to train models in 
each direction then 
intersect their predictions 
[Och and Ney, 03]

§ Second model is basically 
a filter on the first
§ Precision jumps, recall drops
§ End up not guessing hard 

alignments

Model P/R AER
Model 1 E→F 82/58 30.6
Model 1 F→E 85/58 28.7
Model 1 AND 96/46 34.8



Joint Training?
§ “Alignment by agreement” (Liang et al, 2006)

§ Similar high precision to post-intersection
§ But recall is much higher
§ More confident about positing non-null alignments

Model P/R AER
Model 1 E→F 82/58 30.6
Model 1 F→E 85/58 28.7
Model 1 AND 96/46 34.8
Model 1 INT 93/69 19.5



Independent Training
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le

cojo

en

conséquence

.

w
e

d
e
e
m
e
d

i
t

i
n
a
d
v
i
s
a
b
l
e

t
o

a
t
t
e
n
d

t
h
e

m
e
e
t
i
n
g

a
n
d

s
o

i
n
f
o
r
m
e
d

c
o
j
o .

nous

ne

avons

pas

cru

bon

de

assister

à
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E→F: 84.2/92.0/13.0 F→E: 86.9/91.1/11.5 Intersection: 97.0/86.9/7.6
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E→F: 89.9/93.6/8.7 F→E: 92.2/93.5/7.3 Intersection: 96.5/91.4/5.7

Figure 1: An example of the Viterbi output of a pair of independently trained HMMs (top) and a pair of
jointly trained HMMs (bottom), both trained on 1.1 million sentences. Rounded boxes denote possible
alignments, square boxes are sure alignments, and solid boxes are model predictions. For each model, the
overall Precision/Recall/AER on the development set is given. See Section 4 for details.

this example, COJO is a rare word that becomes a
garbage collector (Moore, 2004) for the models in
both directions. Intersection eliminates the spurious
alignments, but at the expense of recall.

Intersection after training produces alignments
that both models agree on. The joint training pro-
cedure we describe below builds on this idea by en-
couraging the models to agree during training. Con-
sider the output of the jointly trained HMMs in Fig-
ure 1 (bottom). The garbage-collecting rare word is

no longer a problem. Not only are the individual
E→F and F→E jointly-trained models better than
their independently-trained counterparts, the jointly-
trained intersected model also provides a signifi-
cant overall gain over the independently-trained in-
tersected model. We maintain both high precision
and recall.

Before we introduce the objective function for
joint training, we will write the two directional mod-
els in a symmetric way so that they share the same



Joint Training

In
de
pe
nd
en
tt
ra
in
in
g

w
e

d
e
e
m
e
d

i
t

i
n
a
d
v
i
s
a
b
l
e

t
o

a
t
t
e
n
d

t
h
e

m
e
e
t
i
n
g

a
n
d

s
o

i
n
f
o
r
m
e
d

c
o
j
o .

nous

ne

avons

pas

cru

bon

de

assister

à
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réunion

et

en

avons

informé
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E→F: 89.9/93.6/8.7 F→E: 92.2/93.5/7.3 Intersection: 96.5/91.4/5.7

Figure 1: An example of the Viterbi output of a pair of independently trained HMMs (top) and a pair of
jointly trained HMMs (bottom), both trained on 1.1 million sentences. Rounded boxes denote possible
alignments, square boxes are sure alignments, and solid boxes are model predictions. For each model, the
overall Precision/Recall/AER on the development set is given. See Section 4 for details.

this example, COJO is a rare word that becomes a
garbage collector (Moore, 2004) for the models in
both directions. Intersection eliminates the spurious
alignments, but at the expense of recall.

Intersection after training produces alignments
that both models agree on. The joint training pro-
cedure we describe below builds on this idea by en-
couraging the models to agree during training. Con-
sider the output of the jointly trained HMMs in Fig-
ure 1 (bottom). The garbage-collecting rare word is

no longer a problem. Not only are the individual
E→F and F→E jointly-trained models better than
their independently-trained counterparts, the jointly-
trained intersected model also provides a signifi-
cant overall gain over the independently-trained in-
tersected model. We maintain both high precision
and recall.

Before we introduce the objective function for
joint training, we will write the two directional mod-
els in a symmetric way so that they share the same



Monotonic Translation

Le Japon secoué par deux nouveaux séismes 

Japan shaken by two new quakes



Local Order Change

Le Japon est au confluent de quatre plaques tectoniques

Japan is at the junction of four tectonic plates



IBM Model 2 (Brown 93)
§ Alignments: a hidden vector called an alignment specifies which 

English source is responsible for each French target word.

§ Same decomposition as Model 1, but we will use a multi-nomial
distribution for q!

p(f1 . . . fm, a1 . . . am|e1 . . . el,m)=
mY

i=1

q(ai|i, l,m)t(fi|eai)

NULL0



IBM Model 2: Learning
§ Given data {(e1...el,a1…am,f1...fm)k|k=1..n}

§ Better approach: re-estimated generative models 
with EM, 
§ Repeatedly compute counts, using redefined deltas:

§ Basic idea: compute expected source for each 
word, update co-occurrence statistics, repeat

§ Q: What about inference? Is it hard?

tML(f |e) =
c(e, f)

c(e)

where
�(k, i, j) = 1 if a(k)i = j, 0 otherwise

�(k, i, j) =
q(j|i, lk,mk)t(f

(k)
i |e(k)j )

P
j0 q(j

0|i, lk,mk)t(f
(k)
i |e(k)j0 )

qML(j|i, l,m) =
c(j|i, l,m)

c(i, l,m) c(e, f) =
X

k

X

i s.t. ei=e

X

j s.t. fj=f

�(k, i, j)



Example



Phrase Movement

Des tremblements de terre ont à nouveau touché le Japon jeudi 4 novembre. 

On Tuesday Nov. 4, earthquakes rocked Japan once again



A:

The HMM Model

Thank you , I shall do so gladly .

1 3 7 6 9

1 2 3 4 5 76 8 9

Model Parameters
Transitions:  P( A2 = 3 | A1 = 1)Emissions:  P( F1 = Gracias | EA1 = Thank )

Gracias , lo haré de muy buen grado .

8 8 88

E:

F:



The HMM Model
§ Model 2 can learn complex alignments
§ We want local monotonicity:

§ Most jumps are small
§ HMM model (Vogel 96)

§ Re-estimate using the forward-backward algorithm
§ Handling nulls requires some care

§ What are we still missing?

-2 -1  0  1  2  3



HMM Examples



AER for HMMs

Model AER
Model 1 INT 19.5
HMM E→F 11.4
HMM F→E 10.8
HMM AND 7.1
HMM INT 4.7
GIZA M4 AND 6.9



IBM Models 3/4/5
Mary did not slap the green witch

Mary not slap slap slap the green witch 

Mary not slap slap slap NULL the green witch

n(3|slap)

Mary no daba una botefada a la verde bruja

Mary no daba una botefada a la bruja verde

P(NULL)

t(la|the)

d(j|i)

[from Al-Onaizan and Knight, 1998]



Overview of Alignment Models
§



Some Results
§ [Och and Ney 03]



Part II - Phrase Translation 
Model



Phrase-Based Systems

Sentence-aligned 
corpus

cat ||| chat ||| 0.9 
the cat ||| le chat ||| 0.8
dog ||| chien ||| 0.8 
house ||| maison ||| 0.6 
my house ||| ma maison ||| 0.9
language ||| langue ||| 0.9 
…

Phrase table
(translation model)Word alignments



Phrase Translation Tables
§ Defines the space of possible translations

§ each entry has an associated “probability”
§ One learned example, for “den Vorschlag” from Europarl 

data 

§ This table is noisy, has errors, and the entries do not necessarily 
match our linguistic intuitions about consistency….

4

Phrase Translation Table

• Main knowledge source: table with phrase translations and their probabilities

• Example: phrase translations for natuerlich

Translation Probability �(ē|f̄)
of course 0.5
naturally 0.3
of course , 0.15
, of course , 0.05

Miles Osborne Machine Translation 13 February 2012

5

Real Example

• Phrase translations for den Vorschlag learned from the Europarl corpus:

English �(ē|f̄) English �(ē|f̄)
the proposal 0.6227 the suggestions 0.0114
’s proposal 0.1068 the proposed 0.0114
a proposal 0.0341 the motion 0.0091
the idea 0.0250 the idea of 0.0091
this proposal 0.0227 the proposal , 0.0068
proposal 0.0205 its proposal 0.0068
of the proposal 0.0159 it 0.0068
the proposals 0.0159 ... ...

Miles Osborne Machine Translation 13 February 2012



Extracting Phrases
8

Learning a Phrase Translation Table

• Task: learn the model from a parallel corpus

• Three stages:

– word alignment: using IBM models or other method
– extraction of phrase pairs
– scoring phrase pairs

Miles Osborne Machine Translation 13 February 2012

9

Word Alignment

Mary

did
not
slap

the
green

witch

M
aŕ

ıa
no da

ba
un

a

b
of

et
ad

a
a la br

uj
a

ve
rd

e
Miles Osborne Machine Translation 13 February 2012

§ We will use word alignments to find phrases

§ Question: what is the best set of phrases?



Extracting Phrases
§ Phrase alignment must

§ Contain at least one alignment edge
§ Contain all alignments for phrase pair

§ Extract all such phrase pairs!

10

Phrase Extraction Criteria
Maria no daba

Mary

slap

not

did

Maria no daba

Mary

slap

not

did

X

consistent inconsistent

Maria no daba

Mary

slap

not

did

X

inconsistent

• Phrase alignment has to contain all alignment points for all covered words

• Phrase alignment has to contain at least one alignment point

Miles Osborne Machine Translation 13 February 2012

11

Phrase Extraction Criteria, Formalised
A phrase pair (e, f) is consistent with an alignment A if and only if:

1. No English words in the phrase pair are aligned to words outside it.

⌅ei ⇤ e, (ei, fj) ⇤ A ⇥ fj ⇤ f

2. No Foreign words in the phrase pair are aligned to words outside it.

⌅fj ⇤ f, (ei, fj) ⇤ A ⇥ ei ⇤ e

3. The phrase pair contains at least one alignment point.

⇧ei ⇤ ē, fj ⇤ f̄ s.t. (ei, fj) ⇤ A

Miles Osborne Machine Translation 13 February 2012

8

Learning a Phrase Translation Table

• Task: learn the model from a parallel corpus

• Three stages:

– word alignment: using IBM models or other method
– extraction of phrase pairs
– scoring phrase pairs

Miles Osborne Machine Translation 13 February 2012

9

Word Alignment

Mary

did
not
slap

the
green

witch

M
aŕ

ıa
no da

ba
un

a

b
of

et
ad

a
a la br

uj
a

ve
rd

e

Miles Osborne Machine Translation 13 February 2012



Phrase Pair Extraction Example 12

Word alignment induced phrases
Maria no daba una

bofetada
a la

bruja
verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch), (verde, green)

Miles Osborne Machine Translation 13 February 2012

13

Word alignment induced phrases
Maria no daba una

bofetada
a la

bruja
verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch), (verde, green),

(Maria no, Mary did not), (no daba una bofetada, did not slap), (daba una bofetada a la, slap the),

(bruja verde, green witch)

Miles Osborne Machine Translation 13 February 2012

(Maria, Mary), (no, did not), (slap, 
daba una bofetada), (a la, the), 
(bruja, witch), (verde, green)
(Maria no, Mary did not), (no daba 
una bofetada, did not slap), (daba 
una bofetada a la, slap the), (bruja 
verde, green witch)
(Maria no daba una bofetada, Mary 
did not slap), (no daba una bofetada 
a la, did not slap the), (a la bruja 
verde, the green witch)
(Maria no daba una bofetada a la, 
Mary did not slap the), (daba una 
bofetada a la bruja verde, slap the 
green witch)
(Maria no daba una bofetada a la 

bruja verde, Mary did not slap the 
green witch)

12

Word alignment induced phrases
Maria no daba una

bofetada
a la

bruja
verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch), (verde, green)

Miles Osborne Machine Translation 13 February 2012

13

Word alignment induced phrases
Maria no daba una

bofetada
a la

bruja
verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch), (verde, green),

(Maria no, Mary did not), (no daba una bofetada, did not slap), (daba una bofetada a la, slap the),

(bruja verde, green witch)

Miles Osborne Machine Translation 13 February 2012

14

Word alignment induced phrases
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch), (verde, green),

(Maria no, Mary did not), (no daba una bofetada, did not slap), (daba una bofetada a la, slap the),

(bruja verde, green witch), (Maria no daba una bofetada, Mary did not slap),

(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch)

Miles Osborne Machine Translation 13 February 2012

15

Word alignment induced phrases
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch), (verde, green),

(Maria no, Mary did not), (no daba una bofetada, did not slap), (daba una bofetada a la, slap the),

(bruja verde, green witch), (Maria no daba una bofetada, Mary did not slap),

(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch),

(Maria no daba una bofetada a la, Mary did not slap the),

(daba una bofetada a la bruja verde, slap the green witch)

Miles Osborne Machine Translation 13 February 2012

14

Word alignment induced phrases
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch), (verde, green),

(Maria no, Mary did not), (no daba una bofetada, did not slap), (daba una bofetada a la, slap the),

(bruja verde, green witch), (Maria no daba una bofetada, Mary did not slap),

(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch)

Miles Osborne Machine Translation 13 February 2012
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Word alignment induced phrases
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch), (verde, green),

(Maria no, Mary did not), (no daba una bofetada, did not slap), (daba una bofetada a la, slap the),

(bruja verde, green witch), (Maria no daba una bofetada, Mary did not slap),

(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch),

(Maria no daba una bofetada a la, Mary did not slap the),

(daba una bofetada a la bruja verde, slap the green witch)

Miles Osborne Machine Translation 13 February 2012

16

Word alignment induced phrases (5)
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch), (verde, green),

(Maria no, Mary did not), (no daba una bofetada, did not slap), (daba una bofetada a la, slap the),

(bruja verde, green witch), (Maria no daba una bofetada, Mary did not slap),

(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch),

(Maria no daba una bofetada a la, Mary did not slap the), (daba una bofetada a la bruja verde,

slap the green witch), (no daba una bofetada a la bruja verde, did not slap the green witch),

(Maria no daba una bofetada a la bruja verde, Mary did not slap the green witch)

Miles Osborne Machine Translation 13 February 2012

17

Scoring Phrase Translations

• Phrase pair extraction: collect all phrase pairs from the data

• Phrase pair scoring: assign probabilities to phrase translations

• Score by relative frequency:

�(f̄ |ē) =
count(ē, f̄)�
f̄i

count(ē, f̄i)

Miles Osborne Machine Translation 13 February 2012



Phrase Size
§ Phrases do help

§ But they don’t need 
to be long

§ Why should this be?



Why not Learn Phrases w/ EM?
EM Training of the Phrase Model

• We presented a heuristic set-up to build phrase translation table
(word alignment, phrase extraction, phrase scoring)

• Alternative: align phrase pairs directly with EM algorithm

– initialization: uniform model, all �(ē,

¯

f) are the same
– expectation step:
⇤ estimate likelihood of all possible phrase alignments for all sentence pairs

– maximization step:
⇤ collect counts for phrase pairs (ē,

¯

f), weighted by alignment probability
⇤ update phrase translation probabilties p(ē,

¯

f)

• However: method easily overfits
(learns very large phrase pairs, spanning entire sentences)

Chapter 5: Phrase-Based Models 25



Phrase Scoring

les chats
aiment

le
poisson

cats

like

fresh

fish

.

.frais

.

§ Learning weights has 
been tried, several times:
§ [Marcu and Wong, 02]
§ [DeNero et al, 06]
§ … and others

§ Seems not to work well, 
for a variety of partially 
understood reasons

§ Main issue: big chunks 
get all the weight, 
obvious priors don’t help
§ Though, [DeNero et al 08]

g(f, e) = log
c(e, f)

c(e)

g(les chats, cats) = log
c(cats, les chats)

c(cats)



Part III - Decoding



Phrase-Based Translation 

������7������
�����������������������������	���������������������. 
 

Scoring:  Try to use phrase pairs that have been frequently observed. 
                Try to output a sentence with frequent English word sequences. 



Phrase-Based Translation 

������7������
�����������������������������	���������������������. 
 

Scoring:  Try to use phrase pairs that have been frequently observed. 
                Try to output a sentence with frequent English word sequences. 



Phrase-Based Translation 

������7������
�����������������������������	���������������������. 
 

Scoring:  Try to use phrase pairs that have been frequently observed. 
                Try to output a sentence with frequent English word sequences. 

Phrase-Based Translation 

������7������
�����������������������������	���������������������. 
 

Scoring:  Try to use phrase pairs that have been frequently observed. 
                Try to output a sentence with frequent English word sequences. 



Phrase-Based Translation 

������7������
�������������������������������	�������������������. 
 

Scoring:  Try to use phrase pairs that have been frequently observed. 
                Try to output a sentence with frequent English word sequences. 



Scoring:
§ Basic approach, sum up phrase translation scores and a 

language model
§ Define y = p1p2…pL to be a translation with phrase pairs pi

§ Define e(y) be the output English sentence in y
§ Let h() be the log probability under a tri-gram language model
§ Let g() be a phrase pair score (from last slide)
§ Then, the full translation score is:

§ Goal, compute the best translation

y

�
(x) = arg max

y⇥Y(x)
f(y)

f(y) = h(e(y)) +
LX

k=1

g(pk)



The Pharaoh Decoder

§ Scores at each step include LM and TM



The Pharaoh Decoder

Space of possible translations
§ Phrase table constrains possible translations
§ Output sentence is built left to right

§ but source phrases can match any part of sentence
§ Each source word can only be translated once
§ Each source word must be translated



§ In practice, much like for alignment models, also include a 
distortion penalty
§ Define y = p1p2…pL to be a translation with phrase pairs pi

§ Let s(pi) be the start position of the foreign phrase  
§ Let t(pi) be the end position of the foreign phrase  
§ Define η to be the distortion score (usually negative!)
§ Then, we can define a score with distortion penalty:

§ Goal, compute the best translation
y

�
(x) = arg max

y⇥Y(x)
f(y)

f(y) = h(e(y)) +
LX

k=1

g(pk) +
L�1X

k=1

� ⇥ |t(pk) + 1� s(pk+1)|

Scoring:

f(y) = h(e(y)) +
LX

k=1

g(pk) +
L�1X

k=1

� ⇥ |t(pk) + 1� s(pk+1)|



Hypothesis Expansion12

Translation Options
bofetadaunadio a la verdebrujanoMaria

Mary not
did not

give a slap to the witch green
by

to the
to

green witch

the witch

did not give
no

a slap
slap

the
slap

• Look up possible phrase translations

– many di�erent ways to segment words into phrases
– many di�erent ways to translate each phrase

Miles Osborne Machine Translation 16 February 2012

13

Hypothesis Expansion
dio a la verdebrujanoMaria

Mary not
did not

give a slap to the witch green
by

to the
to

green witch

the witch

did not give
no

a slap
slap

the
slap

e: 
f: ---------
p: 1

una bofetada

• Start with empty hypothesis
– e: no English words
– f: no foreign words covered
– p: score 1

Miles Osborne Machine Translation 16 February 2012

16

Connections with the Log Linear Model

• Translation Model features

– phrase translation probability p(Mary|Maria)
– reordering costs, phrase/word count costs (etc)

• Language Model(s)

– (for example) using a trigram:
– p(Mary did not) = p(Mary|START) �p(did|Mary,START) � p(not|Mary

did)

• All features have corresponding weights.

Paths are the sums of all features and weights on each phrase pair

Miles Osborne Machine Translation 16 February 2012
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Hypothesis Expansion
dio a la verdebrujanoMaria

Mary not
did not

give a slap to the witch green
by

to the
to

green witch

the witch

did not give
no

a slap
slap

the
slap

e: Mary
f: *--------
p: .534

e: witch
f: -------*-
p: .182

e: 
f: ---------
p: 1

una bofetada

• Add another hypothesis

Miles Osborne Machine Translation 16 February 2012

18

Hypothesis Expansion
dio una bofetada a la verdebrujanoMaria

Mary not
did not

give a slap to the witch green
by

to the
to

green witch

the witch

did not give
no

a slap
slap

the
slap

e: Mary
f: *--------
p: .534

e: witch
f: -------*-
p: .182

e: 
f: ---------
p: 1

e: ... slap
f: *-***----
p: .043

• Further hypothesis expansion

Miles Osborne Machine Translation 16 February 2012

19

Hypothesis Expansion
dio una bofetada bruja verdeMaria

Mary not
did not

give a slap to the witch green
by

to the
to

green witch

the witch

did not give
no

a slap
slap

the
slap

e: Mary
f: *--------
p: .534

e: witch
f: -------*-
p: .182

e: 
f: ---------
p: 1

e: slap
f: *-***----
p: .043

e: did not
f: **-------
p: .154

e: slap
f: *****----
p: .015

e: the
f: *******--
p: .004283

e:green witch
f: *********
p: .000271

a lano

• ... until all foreign words covered

– find best hypothesis that covers all foreign words
– backtrack to read o� translation

Miles Osborne Machine Translation 16 February 2012

18

Hypothesis Expansion
dio una bofetada a la verdebrujanoMaria

Mary not
did not

give a slap to the witch green
by

to the
to

green witch

the witch

did not give
no

a slap
slap

the
slap

e: Mary
f: *--------
p: .534

e: witch
f: -------*-
p: .182

e: 
f: ---------
p: 1

e: ... slap
f: *-***----
p: .043

• Further hypothesis expansion

Miles Osborne Machine Translation 16 February 2012
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Hypothesis Expansion
dio una bofetada bruja verdeMaria

Mary not
did not

give a slap to the witch green
by

to the
to

green witch

the witch

did not give
no

a slap
slap

the
slap

e: Mary
f: *--------
p: .534

e: witch
f: -------*-
p: .182

e: 
f: ---------
p: 1

e: slap
f: *-***----
p: .043

e: did not
f: **-------
p: .154

e: slap
f: *****----
p: .015

e: the
f: *******--
p: .004283

e:green witch
f: *********
p: .000271

a lano

• ... until all foreign words covered

– find best hypothesis that covers all foreign words
– backtrack to read o� translation

Miles Osborne Machine Translation 16 February 2012



Hypothesis Explosion!20

Hypothesis Expansion

Mary not

did not

give a slap to the witch green

by

to the

to

green witch

the witch

did not give

no

a slap

slap

the

slap

e: Mary
f: *--------
p: .534

e: witch
f: -------*-
p: .182

e: 
f: ---------
p: 1

e: slap
f: *-***----
p: .043

e: did not
f: **-------
p: .154

e: slap
f: *****----
p: .015

e: the
f: *******--
p: .004283

e:green witch
f: *********
p: .000271

no dio a la verdebrujanoMaria una bofetada

• Adding more hypothesis

⇥ Explosion of search space

Miles Osborne Machine Translation 16 February 2012

21

Explosion of Search Space

• Number of hypotheses is exponential with respect to sentence length

⇥ Decoding is NP-complete [Knight, 1999]

⇥ Need to reduce search space

– risk free: hypothesis recombination
– risky: histogram/threshold pruning

Miles Osborne Machine Translation 16 February 2012

§ Q: How much time to find the best translation?
§ Exponentially many translations, in length of source sentence
§ NP-hard, just like for word translation models
§ So, we will use approximate search techniques!



Hypothesis Lattices

Can recombine if:
• Last two English words match
• Foreign word coverage vectors match



Decoder Pseudocode
Initialization: Set beam Q={q0} where q0 is initial state with 
no words translated
For i=0 … n-1 [where n in input sentence length]
•For each state q∈beam(Q) and phrase p∈ph(q)

1. q’=next(q,p) [compute the new state]
2. Add(Q,q’,q,p) [add the new state to the beam]

Notes:
•ph(q): set of phrases that can be added to partial 
translation in state q
•next(q,p): updates the translation in q and records which 
words have been translated from input
•Add(Q,q’,q,p): updates beam, q’ is added to Q if it is in 
the top-n overall highest scoring partial translations



Decoder Pseudocode
Initialization: Set beam Q={q0} where q0 is initial state with 
no words translated
For i=0 … n-1 [where n in input sentence length]
•For each state q∈beam(Q) and phrase p∈ph(q)

1. q’=next(q,p) [compute the new state]
2. Add(Q,q’,q,p) [add the new state to the beam]

Possible State Representations:
•Full: q = (e, b, α), e.g. (“Joe did not give,” 11000000, 0.092) 

• e is the partial English sentence
• b is a bit vector recorded which source words are 

translated
• α is score of translation so far  



Decoder Pseudocode
Initialization: Set beam Q={q0} where q0 is initial state with 
no words translated
For i=0 … n-1 [where n in input sentence length]
•For each state q∈beam(Q) and phrase p∈ph(q)

1. q’=next(q,p) [compute the new state]
2. Add(Q,q’,q,p) [add the new state to the beam]

Possible State Representations:
•Full: q = (e, b, α), e.g. (“Joe did not give,” 11000000, 0.092) 
•Compact: q = (e1, e2, b, r, α) , 

• e.g. (“not,” “give,” 11000000, 4, 0.092) 
• e1 and e2 are the last two words of partial translation
• r is the length of the partial translation

•Compact representation is more efficient, but requires back 
pointers to get the final translation


