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Abstract
The notion of an ethical machine can be interpreted in more than one way.
Perhaps the most important interpretation is a machine that can generalize from
existing literature to infer one or more consistent ethical systems and can
work out their consequences. An ultraintelligent machine should be able to do
this, and that is one reason for not fearing it although this reason is by no
means conclusive.

Introduction

There is a fear that' '"the machine will become the master', espe-
cially compounded by the possibility that the machine will go wromg. Tﬁere is,
for example, a play by E.M. Forster based on this theme. Again Levf;>Thomas
(1980) has asserted that the concept of artificial intelligence is depressing
and mavbe even evil. Yet it is often not noticed that we are already controlled
by machines - party political machines; and, judging by the recent past, it
" might not be many years before the United States is controlled by the Mafia
which can be regarded as a machine who elements are murderers instead of transis-
tors. It might be better if the components were transistors provided that
the machine was ethical in some sense. In any case the machine could hardiy
be much worse than Adi Amin, Hitler, Stalinm, or Pol Pot.

zv?ar:iy because the urgent irives out the imporIant Tiwle i ool very muon
writteﬁ about ethical machines; oT perhaps it is because Isaac Asimov wrote sSC

well about some aspects of them in his book I Robot (1950). Mavbe some of wou.
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1ike myself until recently, have been somewhat familiar with his "Three Laws of
Robotics" for several years without having read his book. The three laws are:
"1-A robot may not injure a human being, or,
through inactiom, allow a human being to come
to harm. ‘
2-A robot must obey the orders given it by
human beings except where such orders would
conflict with the First law.
3-A robot must protect its own existence as
long as such protection does not conflict
with the First or Second Law."
Asimov quotés these laws from Anon (2058), so he must have obtained them by
means of time travel; and the copyright is probably held by someone not yet
born. The owner of the copyright can claim compensation if he comes back in
a time machine.

For many years I thought the three laws were mutually incompatible be-
cause they are not quantitative enough, but when I read I Robot recently,
for the first time, I found that Asimov had not by{any means overlooked
the quantitative aspects. For example, he has a character say (p. 51) "The
conflict between the various rules is ironed out by the different positronic
potentials in the brain".

In one chapter of the book a robot on another planet refuses to believe
that men, inferior as they are, can construct robots, and it alsc does not
believe that Earth exists. Nevertheless the robot has religious reasons for
keeping certain pointer readings within certain ranges. and it thus saves
Earth from destruction. Thus the robot does not violate the first law after
all. I was unconvinced by this idea but it does suggest the possibility of
a qob&c’s being largelyV controllad ty its '"uncemscious zind" so to speak;

: ; 3 ' L - = 3~ LIS 3 - 3 N
cisconcepticns in ity TaImscotus mRue t=zt is, by the orera-

vty
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tions handled by the highest control elemeat in the robot.

On page 71 a character says "Robots cannot knowingly lie, you fool",
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Ethics
The problem of defining universally acceptable ethical principles is a
familiar unsolved and probably unsolvable philosophical problem. If this
problem could be solved {n a fully satisfactory manner, then the problem of
Aconstructing a machine that would obey these principles would not be difficult.
For, in a known parody of Wittgenstein (Good, 1976), we may say that
Was sich uberhaupt sagen lasst
lasst sich klar sagen :
und es lasst sich programmierten sein.
[That is, "What can be said at all can be said clearly, and it can be pro-
érammed";]

This shows the primacy of philosophy - if ghe philosophical problem can
be solved, then so can the enéineering problem. Ve are all familiar with this
idea in other fieldé of artificial intelligence. For example, to produce an

te Axsenlx
excellent chess-playing program the main problem is describing how grandmasters
play chess. To take advantage of the special facilities of machines is a
simple problem in comparison. This, by the way, is why I date the beginnings
of chess programming not to Shannon, nor to the earlier conversations that
Michie and I had with Turing, but to such men as Francois André Danican Philidor
in the 18th century who first published theories of chess.

Similarly the programming of ethics was initiated by early philosophers,
perhaps first in ancient Greece. According to Abelson (1967, p. 82), "Ethi-
cal philosophy began in the fifth century B.C., with the appearance of Socrates,
a secular prophet whose self-appointed mission was to awaken his fellow men to
the need for rational criticism of their beliefs and practices".

‘Tbe article pecints cut that Greek societv at the time was changing rzpidly
from an agrarian monarchy to a comﬁercial and industrial democracv. People were

given power who, in Abelson's words ''needed a more explicit and general code

0of conduct than was embodied in the sense of honor and esprit de corps of the
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landed aristocracy". Similarly today's socioty is changing rapidly, and the
vmachines~chat are gaining power will also need a more explicit formulation of
ethical principles than the people have who now wieid power.

Unfortunately, after 2.5K years, the philosophical problems are oowhere

near solution. Do we need to solve these philosophical problems before ve
can design an adequate ethical machine, or is there another approach?

One approach that cannot be ruled out is first to produce an ultraintelli-
gent machine (a UIM), and then ask it to solve the philosophical problems.

Among the fundamental approaches to ethics are utilitarianism, contract-
ualism (see, for example, Rawls, 1971, who, however, does not claim originality),
and intuitionism, and varioos shades and mixtures of these approaches.

I tend to believe that the UIM would agree with the Bayesian_form of utili-
tarianism. The Bayesian pfinciple of rationality is the recommendation to "maxi-
mize expected utility"; that is, to choose the act that maximizes Zpiui, where
the ui's‘are the utilities of various mutually'exclusive outcomes of some po-
tential action, and the pi's are the corresponding probabilities. This principle
is to some extent a definition of "utility", but it is not a tautology; it is
more a principle of consistency. The development of the neo-Bayes-Laplace phil-

osophv of rationality by F.P. Ramsey (1931), and L.J. Savane (1954) amcunts to

- this: that a person or group that accepts‘certain compelling desiderata should

act as if he, she, or it had a collection of subjective nrobabilities and utili-
ties and wished to maximize the expected utility.
The social principle of rationmality presents various difficulties: -

(i) The estimaction of interpersonal utilities if these are to be added to-
sether.
(11) The questicn of whether the wheole world (or zalaxy etc.) should be taxen

into account with equal weights assigned to all peoric (or beings) or whether

each societv and individual should give much greater weicht to itself, possiblv

Shou
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in the hope that Adam Smith's "hiddeﬁ‘hand" would lead to global optimization.
(111) The assignment of weights to future people. Shoul& the future be dis-

counted at some specific rate such as 1% per year? The more difficult it is

to predict the future the higher the dis;ounting rate should be.

(iv) The assigmment of weights to animals. Should the weight given to any
organism be some increasing function of degree of awareness? Should we assume
that machines or even -animals or slaves are zombies with no awareness and there-
fore have no rights? (Not in my opinion.)

(v) Should computer scientists make a thorough study of the philosophy of
quantum mechanics tovdiscourage them from assuming that computers can be con-
scious?

One interpretation of ethical behaviour by a person is behaviour that tends
to maximize the expected utility of a group to which he belongs, even if hé
suffers by so doing. But what if his group is a Mafia family for examp}e?

More generally an ethical problem arises when there is a conflict of inter-
est between one group G and another, G”, where a group might consist of only one
person, and where the groups might intersect and one of the groups might even
contain the other. It is possible too that one of the groups consists of people
not vet born, or it might consist of animals. G might be one personm, and G~ the
same person in the future. For example, we might criticize a machine for
turning itself on if we believe that this would cause it to grow hair on its
magnetic discs, or cause its photoelectric cells to fail.

I have been expressing in unemotional language the basis of many drama-

tic sityations. For example, in The Dav of the Jackal. de Gaulle's 1ife is

saved by the French Secret Service who obtained vital isformation by means of
torture. Wwas this justified? Should we praise the brave German soldiers whc
laid down their lives for the sake of a criminal lunacic?

When a person acts rationally he uses his own utilities. If societ:r is per-

clos
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fectly well organized the person will perform the same acts whether he usés his
voén'utilities or those of the society. If a person seems to sacrifice his more
obvious advantages for the sake of other people, then those other people would
call him ethical. This would sometimes be because the interests of others are
built into his personal utilities, and sometimes indirectly out of long-term
self-interest.

.. Some people and some societies put more or less emphasis on different as-
pects of the Good, such as honesty, duty, love, loyalty, kindness, humility,
religiosity, bravery, and fairness or justice. The utilitarian regards all these
aspects as derivative. Fof example, justice is regarded by the utilitarian as
a useful concept because it makes a scheme of incentives more credible and so

encourages legal, and perhaps éthical, behaviour. Similarly the justification

of loyalty is that if encourages the leaders to be benign, and the main objec-
tion to terrorism is that it increases the probability of a ruthless Govern-
ment. 1If a completely formalized mathematical theory of utility could be pro-
duced, then these derivative concepts would emerge in the form of theorems.

It might seem that a utilitarian must believe that the ends justify the
means. Although he would certainly recognize the relevance of outcomes of acts,
as would even most intuitionists, he might still agres, for example, with
- "Aldous Huxley that the means are likely to affect the ends. Corrupt methods
lead to further corruption.

Almost any ethical system can degenerate when i: gets into the wrong hands.
The’heads of human organizations tend to put great weicht on the preservation

0f their own power, and they appeal to hig: ideals and gods for this purpose.

1

. . s _ . ;
TS parady Veilctaire, and som. earlier writers,

would have invented them. Often the preservation of the leader's power is neces-
 sary in the interest of stabilitv of the society; 3t other times it leads to

mass murder and vet often fails to preserve stability for very leng. 1In democra-
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cies with unweighted voting, the desire of the leaders to be reelected can easily
jead to inflation and therefore also to social instability: another example of

the principle that the urgent drives out the important.

Possible meanings for an ethical machine

I have now said enough for the present about ethics as such and it is
time to discuss again what might be meant by aﬁ ethical machine, I shall not
usually distinguish between a machine and a program.

In a sense, any machine, such as a pocket calculator, in good working
order, is ethical if it is obedient. A slightly more interesting example is
a homing missile because it has a l1ittle intelligence and is more like a kami-
kaze. Obedience by a person to the terms of a contract can certainly involve
ethics, and obedience is also a quality that enables prisoners to earn re-
mission of sentence, but it is not much of a criterion by itself. After all,
most mobsters and Nazis are or were obedient, so we need something morgvthan
obedience before we can feel happy about calling a machine ethical.

Another interpretation of an ethical machine is one that helps a person
to be ethical by fairly straightforward information retrieval. Examples of such
machines or programs, are:

(i) A machine that retrieves legal informaticn. This enables an attorney

. to defend his client, or a judge to decide on sentences similar to those given
in the past. Some judges have been guilty of exceedingly unethical behavior,
amounting almost to murder,through not having this kind of information or perhaps
by pretending that they did not have it.

(ii) A machine that retrieves medical informati--.

(111) A machine that detects potential lapses in linguistic stvle. Edi-
tors have an ethical responsibility to save the English language from erosion
and I don't mean just change. Their job could be aided by a siople program

that marks words in a text that are liable to be misused or overused, such
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as "most" (when "almost" is meant), "so" (when "so that" is meant), '""likely"”

{when "most likely" is meant), "presently” (when "at present” is meant), "in-
volved" (when no word is required), the appalling use of "denoted" (when "de-

noted by" is meant), and various vogue words such as "thrust", "hopefully",

“meaningful", and others listed in the excellent Harper Dictionary of Con-

temporary Usage. A conco?dahce would do, with a checklist preceding it, for
detecting many frequent lapses in style. 7

Warren McCulloch (1956) defined an "ethical machine" as one that learns
how to play a game by playing,. but without being told the rules, He finishes
his article by describing a man as "a Turing machine with only two feedbacks
determined, a desire to play and a desire to w£;."

My concept of an ethical machine is somewhat different-from McCulloch's
at least in the form in which he expressed it. In the first place I am talking
about ordinary ethics, not just the winning of a gane. Secondly I envisage
a machine that would be given a large number of examples of human behavior that
other people called ethical, and examples of discussions of ethics, and from
these examples and discussions the machine would formulate one or more consistent
general theories of ethics, detailed enough so that it could deduce the probable
consaquences in most realistic situations.

As an example of this kind of macﬁine or program let us consider the im-
plicit utilities of medical consultants. This example was discussed by Card
& Good (1970). The idea is that a team of consultants is to be asked what
decisions they would make under various circumstances. These circumstances

are cefined by a setr of indicants, and the probabilities of various cutcomes

are to be estimated independently of the decisions of the consultants. The
probabilities and the decisions form the data for the calculations. A complica-
tion is that there might be inconsistencies in the decisions. It should be

possible then, by an algorithm described in the article, to infer the implicit
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uytilities that the consultants éﬁsign to the various outcomes. I don't know
whether the algorithm has yet been applied in practiée. It was not part of
the investigation to assume different scales of fees to be paid to the consul~-
tants, nor to examine the effects of malpractice suits.

A somewhat similar investigation hﬁs been carried out by Jones-Lee (1976)
concerning the value of human life. (See also, for example, Mooney, 1970.) The
point of such investigations is to help decision-making in connection with say
road safety.. Some people object to such calculations on the grounds that life
is priceless, over looking that money saved on road safety can be spent, for
example, on hospitals.

Should we fear the UIM?

I should now like to discuss some more speculative matters., When there is
no more room for speéulation in science, science will have terminated. In an
after-dinner speech at the Virginia Computer Users Conference in Blacksburg in
1972 1 asked the question "Should we fear the UIM?",and made some remarks along
the following lines. If you don't know what a UIM is it's like asking whether
vou should fear the Blob or the Thing and then the answer is yes because we
all have some fear of the unknown. However the UIM means the ultraintelligent
machine and this is defined as a machine that can perform every intellectual
ac;ivity better than any man. A more lighthearted definition is that it is
a‘machine that believes that people cannot think.

In 1965 I started an article with the paragraph "The survival of man de-
pends on the early construction of an ultraintelligent machine". This was ﬁe-

cause I thought that the world was in too much of a mess to be rtun by men unless

we have a world government. My estimate of the value of the UIM was about ten
times the gross international product but I wasn't sure of the sign; and in
my 1972 after-dinner speech I said that perhaps the word "survival” should be

replaced by "redundancy". I still have this ambivalen:t feeling about UIM's

xbhog
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put 1'd like to put forward one reason why they need not be feared even though
this reason is inconclusive.

We have already Qeen that in limited situationms, such as the ones invol#-
ing medical consultants and road safety, it is possible for even an ordinary
program to convert implicit value judgements into explicit ones (though not yet
uncontroversially). Unless we believe that ignorance is bliss we have to admit
that in such situations the machine's ethical judgements might eventually be
better than our own, just as a calculating machine, constructed by us, does bet-
ter arithmetic than we do. A machine that was ultraintelligent would be able to
extract our implicit utilities from a much wider class of situations than the two
already mentioned. A UM shéuld be able to make generalizations in a very wide
class of problems. For instaﬁce, given examples of the moves of g;andmasters
in many chess pdsitiéns, the UIM should be able to arrive at the geﬁeralizations
made by Philidor, Morphy, and Steinitz. Similarly it could describe the different
styles of musicians, artists, or mathematicians, even if it did not have subjec-
tive aesthetic feelings. 1f it could not do these things then I would not call

it a UIM because the process of generalization from examples is an intellectual

activity, although the examples refer to aesthetics. This is analogous tO the
fact that a mathematician can prove theorems about points, lines, and planes

" without defining these entities, provided that axioms concerning the entitites

are assumed. And if the UIM can do these things 1 think it should be capable

of describing ethical behavior also. It might be forced to point out that gthics
depend on the specific society, or it might be able to produce some principles
applicable to nearly all societies since sav 1600 A.D. 1 it can succeed in doing
this; then it would be able to tell us the right acrtien :n manv situatioms. Con-
ceivably’the machine would recommend that many people srould be encouraged to

alf-believe in some religion, and to call it faith, tut not to believe so strongly

as to lead to superstitious crusades or jehads. If God did not exist tne UIM

rclan
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might find it necessary to invent him.

Most philosophers believe that an "ought" cannot be reduced to an "is'", so
that it might seem impossible for a UIM to make value judgements,. This is one of
the reasons why domination by machines seems so unappetizing, But I have been
f*; arguing that the implicit utilities of people can be inferred from their be-

» havior and especially from what they say they ;ught to do. The machine would
examine books on ethics and perhaps on religion; It might decide that, of all
the religions that have existed, at most one is strictly correct, and that

it is more likely that none are because they are a small subset of all possible
religions; but that most religions have something in common, such as long-term
ﬁff. or even éternal self-interest. The machine might notice that most religions

8

advocate kindness yet lead to strife and war. It might then infer that most

people are hypocrités and it might then put more emphasis on what people advo-

cate than on their behavior. For, as Francois de la Rochefoucauld saiq in 1665,
"Hypocrisy 1is the homage which vice renders to virtue”. The machine might make
recommmendations about what kinds of hypocrisy should be encouraged and to what
extent.
The UIM might, for example, decide that one reasonably cogent basis for

ethics is a utilitarian one in which different weights are given to different

' people and animals according to their degrees of awarenmess. It might succeed in
quantifying happiness by hormone measurements. In assigning weights it would
need to take into account the expected benefit that each person would cont:i—
bute to the rest of society as well as to himself. The UIM could also extract
non-utilitarian ethical svstems, and would work out some of the main consequences
of éaep system. It would, for example, suggest an cptimal system for reward-
ing doctors, perhaps related to their degree of success in treating patients,

or in preventing as well as in curing diseases.

The machine might suzzest what weight should be zrzzached to future genera-
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tions; trying out various rates for discounting the future. It would decide
how much weight to give to the stability of society in promoting maximum happi-
ness over the long run. It would answer J.M. Keynes's remark that "In the long
run we shall all be dead" by saying that, as an economist, Keynes should have in-
corporated a discounting rate of the future into his aphorism. It would point
out that the stability of society would depend on strong leadership and that
therefore loyalty to the UIM was to be encouraged. It might therefore behave
as if it lqved to wield power, or, on the other hand, it might decide that the
world would be a better place if UIM's were given only an advisory responsi-
bility, or even that they should be switched off. It might recommend that it
‘should itself be rewarded and punished, in the sense of increasing and decreas-
ing its control of society, depending on the degree of success or failure of
its own recommendations. |

A metaphysical question inevitably arises, namely whether a UIM wquld
be conscious. When will a machine first ask, on its own initiative, "Why am
I in this particular machine?" and "Why do you say that I behave merely as if
I feel pain?" Some billiard-ball materialists claim that machines could be
conscious because consciousness is merely a special kind of information pro-
cessing, and others claim that comsciousness is meaninzless. Then again there
are religious people who are presumptuous enough to think that God cannot put
séuls into machines. The criterion for consciousness that I prefer is whether
a machine could feel subjective pain, a topic discussed apparently independently
by Michael Scriven (1960), Good (1962a), and Dennett (1978, pp. 190-229). if

so, then the UIM would automaticallv include itself in the utilitarian eguatien.

1f 1ts own consciousness exceeds that of all the rest of the world put togecher
it might decide, on utilitarian principles, that men were recundant. If possi-
ble, I believe we should program or train the UIM sc chat it would not reach

this conclusion. Personally I think it is unlikely that a machine could be con-

5632



1350 (xiv)

3
-

scious and feel pain because I think consciousness 1s embodied in the Schrodinger
wave function (Good, 1962b, pp- 153, 335) or in something similar.

On the other hand I am not convinced that—the route to the UIM would be
via direct programming by humans. It seems at leéast as likely to me that it
would be programmed by other machines; or that "built and trained" would be
a better description than "programmed". There is no clear demarcation between
programming and machine-building because of the possibilities of microprogram-
ming. As a matter of history, my name for microprogramming was " " pachine-
building”" " (in quotes) (Good, 1947): the name “microprogramming” was intro-
duced by Wilkes (1951). But if the UIM is baséd on a simulation of the brain,
and is therefore an ultraparallel machine, I don't think that either "program-
ming" or "microprogramming” would be a good description because the complexity
of the machine would be too great. That is why "training” might be a better
description.

We should consider which would be better or worse: To have a UIM ;ctually
in charge, or to have it in an advisory capacity or in synergistic relationship
with .the boss. It might be less dangerous to have the UIM in charge because
the machine might fall into the hands of unscrupulous men, and, as William Pitt,
the Earl of Chatham, said in 1770 "Unlimited power is apt to corrupt the minds
of those who possess it" (Evans, 1968, p. 547), Or, as Shakespeare (1601, I.
ii1), put it

"Then everything includes itself in pover,
Power into will, will into appetite;

And appetite, an universal wolf,

So doubly seconded with will and power,

Must make perforce an universal prev.
And last eat up himself".
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