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Large Language Models
Generating (Useful) Text from Models We Don’t Fully Understand
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Language Modeling 101

•Large Neural Networks (109 parameters is a minimum for many tasks!)
•Trained to predict the probability of the next token given context
•From a fixed vocabulary of tokens, i.e. words and pieces of words

P(wi |w1⋯wi−1)
wk ∈ V, ∀k



https://lena-voita.github.io/nlp_course/language_modeling.html









https://thegradient.pub/understanding-evaluation-metrics-for-language-models/



The Text Generation Revolution: 
Four Years In
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Generative Pre-Training

• Literally indicates “training by predicting documents, word-by-word”

• Turns out this works much better than lots of more complex methods

• Teaches the model how to generate lots of different kinds of texts
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Transformer Language Models

● E.g: GPT-X, OPT, and many others
● Self supervision: given prefix predict next token
● Train on up to a trillion tokens
● Very large: commonly 100B+ parameters
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Prompting: string completion is a universal interface!

Prompting is brittle but works better 
with LLMs (>100B params)
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What are they good for?

• Summarizing text (articles, papers, etc.)

• Writing helper (rewording, editing, etc.)

• Writing Code (e.g. Copilot by Github is used for autocompletion)

• Many other things…



# A function that checks whether n is prime and n+1 is divisible by 3


def check_prime(n):
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        return True
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def check_prime(n):


    if is_prime(n) and (n+1)%3 == 0:


        return True


    else:


        return False
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Prompt Engineering

• Trying to figure out the exact right question to get the right answer out of the 
model

• Why does this work?

• The model learns the semantics of document completion

• So we have to backwards engineer what kind of documents would lead to 
the desired behavior!
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“Language Models are Few-Shot Learners”

Brown et al., 2020
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How does In-context Learning Work?

Circulation revenue has increased by 5% in Finland.         \n    Neutral
Panostaja did not disclose the purchase price.                  \n    Negative
Paying off the national debt will be extremely painful.      \n    Positive
The company anticipated its operating profit to improve. \n    ________

LM

Positive

Demonstrations

“What happens if we replace gold labels with random labels?”





Significant improvements through demonstrations





Replacing gold labels with random labels barely hurts the performance

-2.6% on avg.

-1.7% on avg.
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Instruction Tuning

• Essentially, fine-tune language models (keep training them) on instructions

• This teaches models to follow instructions

• The more diverse and high-quality the instructions, the better the model 
learns to follow instructions
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The Cross-Entropy Loss Function

• To optimize neural networks (e.g., language models) we use a loss function

• Loss functions are used to compare output generated by a neural 
network and desired output, allowing the model to learn

• The higher the value of the loss function, the worse the model is considered 
to be at modeling the data

• Language models use the cross-entropy loss function:

−log P(wi |w1⋯wi−1)
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Size matters (but there are nuances)
● More training compute generally == better 

performance

○ More params for same data generally == better 
performance (but we don’t know the limits/
some benchmarks saturate)

○ More data for the same params generally == 
better performance

● There are “scaling laws” (e.g. the Chinchilla 
paper) with data X param size rules, but unclear 
how well these generalize to different datasets.

From BigBench paper

https://www.deepmind.com/publications/an-empirical-analysis-of-compute-optimal-large-language-model-training
https://www.deepmind.com/publications/an-empirical-analysis-of-compute-optimal-large-language-model-training
https://arxiv.org/pdf/2206.04615.pdf
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Lots of unknowns…

● Which base GPT model did they use? “GPT 3.5”
● GPT 3.5, which is probably a distilled version of GPT4
● GPT4 is rumored to be much better than Chat GPT, but too expensive to 

serve
● GPT5 is supposedly training now, with focus on inference efficiency
● How much data was needed at each stage?
● Companies have become very secretive about data…
● Limited access / hard to carefully measure progress
○ OpenAI and others won’t even confirm what the model sizes are…
○ No held our data when trained on the entire internet, every query to the API, 

etc. 



The ChatGPT hype is big, lots of startups/tools already 

From Ben’s Bites newsletter; This Week in NLP also covers startup trends.

1M+ DAU in 5 days; OpenAI is 
collecting all the data to build a bigger 
data moat and better models

https://www.bensbites.co/subscribe?ref=Vx37fo5jJN
https://www.language-technology.com/twin?utm_campaign=3f36fc9b-c731-4833-b1e3-3920a80bd38d&utm_source=so&utm_medium=mail&cid=313b355e-7f94-4b08-a38d-d0cf73e432a6


Also many startups/consortiums building their own LLMs

● Character.AI

● Anthropic

● Cohere

● Adept

● A121

● Stability.ai

● CarperAI

● EleutherAI

● HuggingFace/BigScience

● ….

Many of these are well funded, 
have senior researchers from 

FAIR and Google Brain /  
DeepMind
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Limitations of LLMs

● Bias, hate speech, and safety

● Hallucinations and factual correctness

● Data ownership and privacy

“We demonstrate our attack on GPT-2... and are 
able to extract hundreds of verbatim text 
sequences from the model’s training data. 
These extracted examples include (public) 
personally identifiable information (names, 
phone numbers, and email addresses), IRC 
conversations, code, and 128-bit UUIDs.” 
Carlini, et al., “Extracting Training Data from 
Large Language Models” (2021)

Codex (but many LLMs use Github training data)

https://www.usenix.org/system/files/sec21-carlini-extracting.pdf
https://www.usenix.org/system/files/sec21-carlini-extracting.pdf


Demo time!



Ari Holtzman

Me You

ariholtzman.com

ahai@uw.edu

Questions?

Thank you 

for coming!

http://ariholtzman.com
mailto:ahai@uw.edu

