$\qquad$

Please answer clearly and succinctly. Show your work clearly for full credit. If an explanation is requested, think carefully before writing. Points will be removed for rambling answers with irrelevant information (and may be removed in cases of messy and hard to read answers). If a question is unclear or ambiguous, feel free to make the additional assumptions necessary to produce the answer. State these assumptions clearly; you will be graded on the basis of the assumption as well as subsequent reasoning.

There are $10+0$ problems worth 78 points on 7 pages
Problem 0 (1 point) Write your name on the top of each page.
Problem 1 (11 points) Suppose that an agent is in a $3 \times 3$ maze environment similar to the ones shown in the illustration below. The agent knows the size of the maze, that the initial state is $(1,1)$ in the lower left and that the goal is $(3,3)$. There are four actions, Left, Right, Up and Down, which have their usual effects, except when blocked by a wall or by the maze boundaries; in this case, the agent does not move. The agent does not (initially) know if there are any walls present in the maze nor where such walls may be. After each action, the agent receives a single percept, which tells it if it has failed to move; by using this percept, the agent may deduce the presence of walls.

a) (5 points) Describe the problem of finding a path from the initial state to the goal as a search problem in belief state space.
Initial State: location: $(1,1)$ walls: (unknown, unknown, unknown, unlenes,
(all 12 walls are unkencon)
Goal state : location: $(3,3)$
States: location, belict about each of the 12 walls (Yes, no, unknown)

Operators: actions (left, right, up, down) where you update knculedey about walls when yer get it.
b) ( 3 points) How large is the initial belief state?

$$
2^{12}
$$

each wall has two possible values (yes, No) and there are 12 inolependent walls.

Name: $\qquad$
c) (3 points) Approximately how many distinct belief states are there? (Some of the possible belief states may not be reachable from the initial state, but include them anyway).

$$
\begin{aligned}
& 9 \times 2^{12} \\
& \text { 人 physical positions }
\end{aligned}
$$

Problem 2 (10 points) The figure below shows a problem-space graph, where $A$ is the initial state and $G$ denotes the goal. Edges are labeled with their true cost. We have a heuristic function, $f()$, written in the standard form: $f(n)=g(n)+h(n)$ where $g(n)$ is the cost to get from $A$ to $n$ and $h(n)$ is an estimate of the remaining distance to $G$.

a) (2 points) In the graph above, is $f()$ admissible? Why or why not?

$$
\begin{aligned}
& \text { ts) In the graph above, is f) admissible? Why or why not? } \\
& \text { Yes. } h(7 \text { is always } \leqslant \text { true cost to } G \text {. }
\end{aligned}
$$

b) (2 points) Is $f($ ) monotonic? Why or why not?

$$
\begin{aligned}
& \text { Yes. } h(n)+g(n) \text { always increases } \\
& \text { on any path. }
\end{aligned}
$$

$\qquad$
c) (6 points) Suppose we use IDA* to search the graph and that states having the same f values are visited in alphabetical order. In what order does the algorithm consider f-limits and visit states? Fill out the table below:

| $f$-limit | States visited (in order) |
| :--- | :--- |
| 2 | A.D |
| 3 | $A \cdot B, D$ |
| 4 | $A, B, C, D, E, G$ |
|  |  |
|  |  |
|  |  |

Problem 3 (8 points) Label the intermediate nodes in the search tree, below, with values and draw a line across edges to denote any pruning done by alpha-beta search. Which action should the agent choose?


Problem 4 (4 points) Encode "All germans speak the same language" in first-order logic using the following notation: Speaks (p,l) denotes that person $p$ speaks language $I$; Nationality $(\mathbf{p}, \mathbf{c}$ ) denotes that person $p$ is from country $c$; the constant $\mathbf{G}$ denotes Germany.
$\exists l \forall p \operatorname{Nationality}(p, G) \Rightarrow \operatorname{Speaks}(p, l)$
$\qquad$

Problem 5 (4 points)
Which of the following are semantically and syntactically correct translations of "Everyone's zipcode within a state has the same first digit"?
i. $\forall x, s, z_{1}\left[\right.$ State $(s) \wedge$ Lives In $\left.(x, s) \wedge Z i p(x)=z_{1}\right] \Rightarrow$
$\left[\forall y, z_{2} \operatorname{LivesIn}(y, s) \wedge Z i p(y)=z_{2} \Rightarrow \operatorname{Digit}\left(1, z_{1}\right)=\operatorname{Digit}\left(1, z_{2}\right)\right]$.
ii. $\forall x, s\left[\operatorname{State}(s) \wedge \operatorname{Lives} I n(x, s) \wedge \exists z_{1} \operatorname{Zip}(x)=z_{1}\right] \Rightarrow$
$\left[\forall y, z_{2} \operatorname{LivesIn}(y, s) \wedge Z i p(y)=z_{2} \wedge \operatorname{Digit}\left(1, z_{1}\right)=\operatorname{Digit}\left(1, z_{2}\right)\right]$.
iii. $\forall x, y, s \operatorname{State}(s) \wedge \operatorname{Lives} I n(x, s) \wedge \operatorname{LivesIn}(y, s) \Rightarrow \operatorname{Digit}(1, Z i p(x)=Z i p(y))$.
iv. $\forall x, y, s \operatorname{State}(s) \wedge \operatorname{LivesIn}(x, s) \wedge \operatorname{Lives} I n(y, s) \Rightarrow \operatorname{Digit}(1, Z i p(x))=\operatorname{Digit}(1, Z i p(y))$.

Answer
(yes) no

Problem 6 (4 points) After your yearly checkup, your doctor has bad news and good news. The bad news is that you tested positive for a serious disease is $99 \%$ accurate (ie the probability of testing positive when you do have the disease is 0.99 as is the probability of testing negative when you don't have the disease). The good news is that this is a rare disease, striking only 1 in 10,000 people of your age. Use Bayesian reasoning to calculate the chance

$$
\begin{aligned}
\operatorname{Pr}(\text { disease } \mid \text { test }) & =\frac{\operatorname{Pr}(\text { test } \mid \text { disease }) \cdot P(\text { disease }}{P(\text { test } \mid \text { disease }) \cdot P(\text { disease })+P(\text { test } \mid \neg \text { disease }) \cdot P(\neg \text { disen }} \\
& =.98 \%
\end{aligned}
$$

Problem 7 (4 points) Suppose you are given a sack containing $n$ unbiased coins. You are told that $n-1$ of the coins are normal with heads on one side and tails on the other. One coin in the sack is fake, having heads on both sides. Suppose that you reach into the sack, pick a coin uniformly at random, flip it twice, and get heads both times. What is the (conditional) probability that you picked the fake coin?

$$
\begin{aligned}
& \text { times. What is the (conditional) probability that you picked the fake coin? } \\
& P(\text { Fake } \mid T 1=M, T 2=H)=P(T 1=H, T 2=H \mid \text { Fake }) \cdot \operatorname{Pr}(\text { Fake })
\end{aligned}
$$

$$
P(T 1=H, T 2=+1)
$$

$$
P(T 1=H, T 2=H 1)=
$$

$$
P(T 1=+1, T 2=+1 \mid \text { Fake }) \cdot \operatorname{Pr}\left(F_{\text {abe }}\right)
$$

$$
T P(T 1=H, T 2=H \mid \operatorname{Real}) \cdot \operatorname{Pr}(\text { Real })
$$



$$
=1 \cdot \frac{1}{n}+\left(\frac{1}{2}\right)^{2}\left(\frac{n-1}{n}\right)
$$

$\qquad$

Problem 8 ( 13 points) Suppose an agent inhabits a world with two states, $S$ and $\neg S$, can do exactly one of two actions, $a$ and $b$. Action a does nothing and action $b$ flips from one state to the other. Suppose that $S$ is initially true.
a) (6 points) Draw the complete planning graph (with mutex relations) for the initial propositional level, the first action level and the next propositional level.
prop
action,
prop,

b) ( 6 points) Consider this world as an MDP (with deterministic actions) and let $R(S)=3, R(\neg S)=2$ and $\gamma=0.5$. Complete the columns of the following table. (Note we are assuming that reward is a function of the destination state and is independent of the starting state or action executed.)

```
Q(s,a)=\mp@subsup{\sum}{\mp@subsup{s}{}{\prime}}{}T(s,a,\mp@subsup{s}{}{\prime})\cdot[R(\mp@subsup{s}{}{\prime})+\gamma\cdotV(\mp@subsup{s}{}{\prime})]
    =[T(s,a,s)\cdot(R(s)+r\cdotV(s))]+[T(s,a,Ts)\cdot(R(Ts)+r\cdotV(Ts)]
    =[1\cdot(R(s)+rV(s))]+[0.(R(Ts)+r\cdotV(Ts))]
    =R(s)+rv(s)
Q(s,b)=\sum = T(s,b,\mp@subsup{s}{}{\prime})\cdot[R(s)+r\cdotV(\mp@subsup{s}{}{\prime})]
    =[T(s,b,s)\cdot(R(s)+rV(s))]+[T(s,b,Ts)\cdot(R((s)+rV(Ts))]
    = [0.(R(s)+rv(s))]+[1.(R(7s)+rV(Ts))]
    = R(7S)+rv(TS)
similarly, we can get: {}\begin{array}{l}{Q(TS,a)=R(TS)+r\cdotV(TS)}\\{Q(TS,b)=R(s)+rV(s)}
```

Then we also have the equation: $\delta(s)=\max (Q(s, a), Q(s, b))$ $\{V(T s)=\max (Q(T s, a), Q(T s, b))$

Now, we can fill in the table:

| Time | $Q(s, a)$ | $Q(s, b)$ | $V(s)$ | $Q(7 s, a)$ | $Q(\tau s, b)$ | $V(7 s)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $N / A$ | $N / A$ | 0 | $N / A$ | $N / A$ | 0 |
| 1 | $3+0.5 \times 0=3$ | $2+0.5 \times 0=2$ | 3 | $2+0.5 \times 0=2$ | $3+0.5 \times 0=3$ | 3 |
| 2 | $3+0.5 \times 3=4.5$ | $2+0.5 \times 3=3.5$ | 4.5 | $2+0.5 \times 3=3.5$ | $3+0.5 \times 3=4.5$ | 4.5 |
| 3 | $3+0.5 \times 4.5=5.25$ | $2+0.5 \times 4.5=4.25$ | 5.15 | $2+0.5 \times 4.5=4.55$ | $3+0.5 \times 4.5=5.55$ | 5.25 |

c) (1 point) Based on the V3 values you have computed, what is the policy an agent should choose?

$$
\left\{\begin{array}{l}
\text { if at state "s" } \rightarrow \pi^{*}=a \\
\text { if at state " } T S^{\prime \prime} \rightarrow \pi^{*}=b
\end{array}\right.
$$

$\qquad$

Problem 9 (7 points) Consider the Bayesian network shown below.

a) (1 points) Is Radio conditionally independent of Gas given Battery?
Yes
b) (1 points) Is Radio conditionally independent of Gas given Starts?

c) (1 points) Is radio conditionally independent of Gas given Moves?

d) (4 points) Give reasonable probability tables for all the nodes (draw them by the nodes in the network, above)

Name:

Problem 10 (12 points) Two astronomers in different parts of the world make measurements, M1 and M2, of the number of stars, $N$, in some small region of the sky, using their telescopes. Normally, there is a small possibility $\varepsilon$ of error in either Each telescope can also (with a much smaller probability $f$ ) be badly out of direction so $\varepsilon / 2$ focus (events F1 and F2), in which case the scientist will undercount by three or more starts (or if $N$ is less than 3, $\begin{aligned} & \text { one too high and } \\ & \varepsilon / 2 \text { chance of }\end{aligned}$ fail to detect any stars at all). Consider the three networks shown below:

(a)

(b)

(c)
a) (6 points) Which of these Bayesian Networks are correct (but not necessarily efficient) representations of the preceding information?

b) (1 points) Which is the best network (explain)?
$b$. It is the simplest of the valid netwales.
c) (5 points) Write out a conditional distribution for $P(M 1 \mid N)$ for the case where $N \in\{1,2,3\}$ and $M 1 \in\{0$, $1,2,3,4\}$. Each entry in the conditional distribution should be expressed as a function of the parameters $\varepsilon$ and/or $f$.
$P(M 1 \mid N)=$

|  | N=1 | $\mathrm{N}=2$ | $\mathrm{~N}=3$ |
| :--- | :--- | :--- | :--- |
| M1=0 | $\mathrm{f}+(1-\mathrm{f}) \mathrm{e} / 2$ | f | f |
| M1=1 | $(1-\mathrm{f})(1-\mathrm{e})$ | $(1-\mathrm{f}) \mathrm{e} / 2$ | 0 |
| M1=2 | $(1-f) \mathrm{e} / 2$ | $(1-\mathrm{f})(1-\mathrm{e})$ | $(1-\mathrm{f}) \mathrm{e} / 2$ |
| M1=3 | 0 | $(1-f) \mathrm{e} / 2$ | $(1-f)(1-e)$ |
| M1=4 | 0 | 0 | $(1-f) e / 2$ |

