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Intel’s P6 Uses Decoupled Superscalar Design
Next Generation of x86 Integrates L2 Cache in Package with CPU

by Linley Gwennap

Intel's fortheoming PG processor (see cover srary] ia
designed to outperform all other x86 CPUs by a signifi-
cant margin. Although it shares some degign techniques
with eompetitors such as AMINs K5, NexGen's Nx386,
and Cyrix's M1, the new Intel chip has several important
advantapges ever these competitors,

The PA's deep pipeline eliminates the cache-access
bottlenecks that restriet its competitora to clock speeds
of about 100 MHz. The new CPLT is designed to run at
133 Mz in its initial 0.5-micron BiCMOS implementa-
tion; a 0.35-micron version, due next vear, could push
the speed oz high s 200 MHz.

In addition, the Intel desipn uses a closeiy coupled
seeondary cache to speed memory acceases, a critical
izsue for high-frequency CFUs. Intel will combine the P&
CPII and a 966K cache chip into a single PGA package,
reducing the time nesded for data to move from the
cache to the processor,

Like some of ita competitors, the B translates <66
instructions inte simple, fived-length instructions that
Intel calla micro-operations or nops (pronounced “you-
npeTl. These nnps are then executed in o decoupled su-
perscalar core eapnble of register renaming and owt-of-
order executinn. Intel has given the name “dynamis
prorution” to this particular combination of features,
which ia neither new nor aoigue, but highly effective in
inerensing X86 performance.

The PG alsp implementa a new aystam hua with in-
creased bandwidch compared to the Pentiovm bus, The
new bus i= cupable of supperting up to four PS precessors
with no glue logic, redueing the cost of developing and
building multiprocessor syrtema. This feature seb males
the new procesanr particularly atteactive for gervera; it
will alzo be used in high-end deaktop PCs and, eventu-
ally, in mainstream PC produciz,

Not Your Grandfather’s Pentinm

While Pentinm's microarchitecture earries o dis-
rinct lepacy from the 486, it is hard to find a trace of Pen-
tiwem in the PR, The P8 team threw out most of the design
technigques used by the 456 and Pentium and atarted
from o blank piece of paper to bmld a high-performancs
xBf-compatible promssor,

The result is a microarchitecture that 18 quite radi-
val eompared with Intel's previous x86 designs, but one
that draws from the same bag of tricks as competitors’
156 chips, To this mix, the P& adda high-performance

cache and bus demigns that allow even large progeams to
make good use of the superscalar CPTT core,

Ag Figure 1 (ree page 10) shows, the P6 can be di-
vided into two porticns: the in-order and out-of-order sec-
tiona. Instructions atart in crder but can be executed out
of order. Results flow to the recrder buffer {ROB), which
puta them back into the correct order, Like AMD's K5
(wee MPE 10¥24/94 p. 13, the PS uses the ROB to hold re-
sults that are generated by apeculative and out-of-order

mnstructions; if it turns out that thess instructions should
“ not have been exeeuted, their resulta can be Aushed from

the ROB before they are committed,

The performance increase aver Pentium comes
larpely from the out-of-order execution engine. In Pen-
tium, if an instruction takes several eyveles to execute,
duwe to g cache miss or other long-latency operation, the
entire procesaor stalls until that instruction can proceed.
In the sume situation, the P& will continue to execute
aubasguent inatructiona, coming back to the atalled in-
struction enee it i= ready to execute, Intel estimates that
the PG, by svoiding stalls, delivera 1.5 SPECint92 per
MHz, about 40% better than Pentium,

x86 Instructions Translate to Micro-ops

The Pé CPU includes un BE instruction cache that
ir similar in structure to Pentium’a. On each eyels, it can
deliver 16 aligned bytes into the instruction byte queue,
Unlike Pentium, the PS cache cannot feteh an unalbipned
cache line, threttling the decode process when poorly
wligrmed branch targets are encountered. Any hiccups in
the feteh strearn, however, are generally hidden by the
deep quieues in the execution engine,

The inatruetion bytea are fed ints three instruction
decoders. The frst decoder, at the front of the quens, can
handle any x&6 instruction; the othera are restricted to
ooly simple (e, register-to-register) instructions, In-
structions are alwaya decoded in program order, so if an
mnetruction cannet be handled by a restricted decoder,
neither that instruction nor any subsequent ones can be
decoded on that cycle; the complex instruction will even-
maally resch the front of the queus and be decoded by the
general decoder,

Assuming that inscruction bytes are available, at
least one x86 instruction will be decoded per cyele, but
mare than one will be decoded only if the second (and
third} instructions fall inte the “restricted™ category,
Intel refused to list these instructions, but they do not in-
vlude any that eperate on memory, Thus, the PG'z ahility
to executs more than one x86 instruction per cycle relies
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ops speculatvely end cut of crder.

on avoiding long 2equences of complex inatruetions or in-
structions that operate on moemory,

The decoders translate x86 instrucetions into wops.
P8 wops have a fxed lepgth of 118 bits, uzing a regular
stracture th encode an operation, twa sources, and & dos-
tination. The source and destination fields are each wide
enmugh te contain a 32-bit operand. Like RISC instruc-
Hons, noeps use a loadstore model; x86 instructiona that
operate on memaery must be broken into a load wop, an
AL upp, and poszibly o store wop,

The restricted decoders can producs only one uop
per cyele (and thus accept only instructions that trane-
late into 3 single uop). The peneralired decoder 15 capable
of penerating up to four uops per evele, Instructiona that
require more than four nopa are handled by a uop se-
quencer that generates the requisite series of nops mrer
two or more cveles. Because of x86 constructs such os the
string instructions, a gingle instruction can produce a
vary long requence of nops. Many x88 instroctions, on the
other hand, translate into a single vep, and the average
is 1,5-2.0 uopa per mstruction, according to Intel

The uops then pass through the reorder buffar. The
ROB must log each uop so it can later be retired in pro-
grom order. Each of the 40 ROB entries alse has room to

store the result of a load or caleulation wop aleng with
the condition codes that evuld be changed by that nop, As
uopa execute, they write their resiulis to the ROR,

Closely associated with the ROB is the register
alias table (RAT). A= uops are logged in the ROD, the
RAT determines if their souree operands should he
taken from the real register fle (IREF) or from the ROB.
The latter case oecura if the destination register of a pre-
vious instruction in the ROB matchea the source regis-
ter; if so, that aource regiater numbser is replaced by a
peinter to the appropriate ROB entry. The BAT is alse
updated with the destination register of sach wop.

In this way, the 'S implements register renaming,
When uops are executed, they read their data from ei-
ther the register file or the ROD, a8 needed, Ronaming, a
technique diacusaed in detail when Cyrix introdeced its
M1 design (see MPR 102593, p. 1), helps broak one of
the major bottlenecka of the %86 instruction sat: the
amall number of general-purpose registers. The ROB
provides the P6 with 40 regiaters that can hiold the con-
temis of any infeger or FP register, reducing the numhber
uf stalls due to remster conflicts.

Out-of-Order Engine Drives Performance

Up to three uops can be renamed and logped mn the
ROB on each cyele; these thres uopa then flow into the
reservation station (RS} This section of the chip holds up
to 20 uops o single structure. (The BS can be amaller
than the BOD because the ROB must track uops that
have executed but are not retired, | The vops st in the
reservation station until their source operanda are all
availahle. Due to the register renaming, only a zingle
ROE entry (per souree) must be checked to determine if
the needed value is svailable. Any uopa with 2ll operands
available are marked as ready,

Each cycle, up to five uops can be diapatched: twn
calculations, a load, a store address, and o store dola, A
store requires a second uop to carry the store data,
which, in the case of floating-point data, moest be con-
verbed before writing it to memoey.

There are some reatrictions (o poiring caleulation
uops due to the arranpement of the read pores of the
reservation station. As Figure 1 shows, only one uop per
cvele can be dizpatched to the main arithmetic unit,
which consistr of the flnating-point unit and a completa
integor unit, which has an ALU, shafier, multiplier, and
dinrider. The sscond caleulation uop goes to the secondary
ALLT arvd must be cither an inteper-ALT (oo shifts, mul-
tiplies, or divides) or a branch-target-addrean caleula-
tion. Simplifving the second calcelation wmit reduces the
die area with little impact on performance.

In many situations, moere wops will be ready to oxe-
cute than there are fonefion unita and read parts. When
this happens, the dispatch logic prioritizes the available
uops according by a complex set of rules. Intel declines to
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discuss these rules but notea that older vops are gven
priority over newer ones, speeding the reanlution of
chains of dependent operations,

The integer units handle moat caleulations io a sin-
gle eyele, but integer multiply and divide take longer,
The P6 FFU executes adda in theee cycles and requires
five cyveles for multiply operations. FP add and multiply
are pipelined and can be executed in parallel with long-
latency operations. Table 1 showa the cvele times for
long-latency integer and foating-peint operationa,

The FacH ifleating-point exchange) instruction ia
nt handled by the FPU. This instroction awaps the top
of the FP regiater stack with another register in the
stack and is frequently used in 286 Aeating-point appli-
rations, sinee many ¥86 FP inatruclions secess only the
top of the stock. The PS handlea FXCH entively in the re-
arder buffar by treating it a3 a renaming of two registers.
Thus, FXCHE uops enter the OB but not the reservation
stutivn and never enter the function units,

The dual address-generation units each eontain a
[vur-input adder that combines all pogsible x88 address
components (sepment, base, index, and immediata) in a
single cycle. Ar in Pentium, each nnit alse eontains a sec-
ondd four-input adder to perform a segment-limit check in
porallel, The resulting addresa (along with, for a store,
anurce data) is then placed in the memory reorder buffer
(MOE, in PS-ese) to awsat availability of the data cache,

The resrdar baffer can accept three resulis per
cycle: ane from the main arithmetic unit, one from the
secondary ALY, and one from a load uop, Becauwse of
long-latency operations, two or mere function units
within the main arithmetic unit can generate reaults in
a simgle cvele. T this cose, the lunction units must arbi-
Lrate to wrnite to the ROB.

After o uop wriles ils resull to the ROB (er, in the
case of a stare, to the MOBY, it ia eligible tn he reticed,
The BOB wiil retire up to three uops per evele, always in
program order, by writing their resulta to the regiscer
file. Unpa are nevar retired until all provieus cops have
completed successfully, If any excoption or error oeours,
uncommitted reaulta in the ROB can ba Aushed, resel-
ting the CFII to its proper state, os of the instructions
had been executed in order up to the point of the ercor,

Nonblocking Caches Reduce Stalls

A key Lo the PA% performandce is ils cache subsys-
term. The primary data cache, at 8K, is relatively small
for a procesaor of this generation, hot the fost lovel-two
cache helps alleviale (he lower hit rate of the primary
cache. If an accear missea the data cache, the coche can
continue servicing requests while waiting for the mias
data to be returned. This technigue, called a nonblogking
cache or hit-under-miss, has been used for years by
PA-RISC procesaora to avoid atalls,

The I'6 tokes pdvantage of the nonblocking cache

PE | Partiurm

Thraugnput] Latency
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with its memaory reorder buller. If the access at the front
of the MOB misses, subsequent aceesses will continue to
execute. Hince these necessos can execute out of order,
the P must take care to avoid incorrect propram eecu-
tion. For example, loads can arbitrarily pass loads, but
stores must always be executed in order, Loads can pass
stores only if the teo addresses are verified to be differ-
ent. Intel would not reveal the size of the MOB or other
details of it function.

The P& data cache con process one load and one
store per cycle as long aa they aceess different banks.
The cache ia divided into four interleaved banks, half as
many as Pentinm's data cache. AMD's K5 also imple-
menta a four-bank data cache, and that company zays
that there is little benefit to an eight-hank design,

The S cache cannot handle two londs at ones, in
stark contrast to processors such as the K5, M1, and
even Pentinim: Typical x86 code generates a lorge num-
ber of memory references due to the limited remister set,
and more of these referenees will be lnadz than stores.
Intel points out that the entire processor is designed for
nné load per cycle—oven the decodera cannot produce
more than one nad nop per cvele—and that its simuoia-
rions show this capability is adequate to attain the de-
sired performance level.

The data coche has v latency of three cyeles (in-
cluding address gemeration) but is fully pipelined, pro-
ducing one result per cycle, The unified leval-twe (123
cache has a latency of three eyclea and, like the data
cache, 18 pipelined and nonhloeking, The fast L2 latency
is achieved by implementing the L2 cache as a singlo
chip and eombining it with the CPU in 6 single package,
as Figure 2 (see page 12) shows.

Address tranalation ncours in parellel with the data
cache access. IT the access misses the data cache, the
translated (real) addreas i3 sent to the L2 cache, The la-
tency of a lnad that miszes the data cache but hits in the
1.2 ia six cyoles, pssuming that +he L2 cache is not busy
returning data from an instruction cache miss or an ear-
lier data cache miss,

The PG CPL containg a complete LE cache con-
troller amd is Intel’s first 246 processor with a dedicated
L2 cache bus, Both Nex(r n's 586 and the R4000 use this
design style to incresse cache-bus handwidth while

= ; = i —
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Figure 2, The PB CPU and L2 cache are combined i a single 387-
pin FOA peckage that measures 7.75 = B.25 em (2667 ¢ 2457,

aflowingr the separate system bus o operale ol o lower,
mare manageable spead.

The L2 cache uses the same 32-byte line size as the
on-chip eaches. [t returna 64 hits of data at a time, tak-
ing four cycles to refill a cache line. The cache always re-
turna the requested word within the firet tranafer, get-
ting the eritical data back to the processor as quickly as
possible, Table 2 shows other cache parameters.

This combinalion of nonblocking caches with a fast
L% cache provides the PG wath better performancs on
mMemsey accesaas than ita x86 competitors. The procea-
sor stalls less often and hes relatively quick aceess 1o
256K of memory. The K5, by eontrast, has 24K of on-chep
cache But will toke lenper to aceess it ascondary cache

Deep Pipeline Speads Clock Rate

Another advantage that the PG has owver 1ts x86
conm pestitors is o hugher clock rate, Intel achieves this feat
by deeply pipelining the chip. Figure 3 chows the PG
pipeling, which conaists of 12 atagea. This pipeline repra-
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make up for the higher miss rale of e

small prrnany cachaes,

sents the case of an instruction that Hows through the
CPL as quickly as poesible. It is more llceby that the in-
struction will be stalled in the reservation station for
some number of cycles, a delay ropresented by the thick
black band. The second black band representa another
potential delay: completed instructiona ean spend sev-
eral cveles waiting in the ROB before retirement.

In the first atage, the next letch address is calew-
lated by acceazing the branch target buffer (TR If
there ic a hit in tha BTE, the felch stream iz redirected
tio the indicoted Iocation. Ctheradize, the processor con-
tinues to the next ssquential address.

The instruction cache acceas iz sprend seross tan
and one-half cyeles, The K5, in contrast, must ealeulats
the next nddress and read from the instruction cache in
a single cycle, By allowing mulliple pipeline stages for
the eache aeeess, Intel removes this task from the critieal
timing path and allows the P clock to run faster.

Instructions are then ed to the decoders. The com-
plex problem of decoding variahle-length xB6 instruc-
rions i allocated two and one-half cyeles ar weall. Part of
the problem in a supersealar =86 processor is identifying
the starting point of the second and subsequent instruc-
tions in g group. The KB includea predecode information
in its inAtruetion cache to hasten Lhis process, bat the PS8
does not. (o avoid both imatruction-cache bloat and the
bottleneck of predecoding instruetions ns they are read
fraan the L2 enche,

The decoding isaue ia eaaier for PS because the see
and and third desoders handle only simple instruetions.
The reztricded decoders can wait for the peneral decoder
to identify the length of the first instruction and still
have time 1o hondle the rempimng instructions, sesum-
ing that they are simple ones. [f they are not simple, the
restricted decoders must poss them on to the peneral de-
coder 1n the next cvele,

At the end of 2tage 6, Lhe x86 Instractions have been
fullv decoded and transiated into uopa. Thezs nops have
their registers renamed in stage 7. In stoge B, the re-
named uops are written to the reservation station, Ifthe
nperanda for a particular uvop are available, and if no
other uops have priority for the needed function unit,
that uop is dispatched, Otherwize, the wop will wait for
its operands Lo become available.

It taker ome cycle (stage 9 for the reecvation slo-
Lign to decide which wops can be dispatched. The PS im-
plements operand bypasaing, a0 a reault can be used on
the immediately following cycle. The reservation station
will attempt to have the covresponding wop arrive at the
funetion unit at the sume time as the necessary data

Simple integer uops can executs in a single cycle
[stage 100, Some integer uops and all FF uwops take sev-
eral cyeles at this point. Load and store nops generate
their address in one cyele and are written to the MODB; if
the MOD 13 empty, a load will go directly to the data
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Figure 3. In tha ba-stcasa. instructions can low through the PS In 12 cycles. but the average is 18 cycies due to delays in the reservation sta-
tion (RS) or the: reardaer buffer (ROE], Load instructions take longer and can alzo be defayed in the meamany reorder badfar [MOE).

cache, but it will tale an additional three eyeles (sssum-
img a cache hit) before the lnaded data iz available for
use. The address-generalion unit is probably o critical
timing path in the P&, limiting the procezaor to 133 MHz:
RISC processors can Uypicnlly eyvele their simpler ALITS
at 2K MIlz or better in 0.5-micron technology.

{nece the wop cxecates, i€ writes s rosult to the
ROE. If all previous uopa have been retired, it takes one
cvele to retire a wop, I previous instructions are stfl
pending, however, it may talke several cycles hefore the
uop is retired. Thiz delay doees not impact performance.

Branch Prediction Accuracy Is Critical

The deep pipeline creates extraordinary branch
pemaltiea. The outeome of 3 eonditional branch iz not
kngwn until stage 10, The minimum penalty for 8 mis-
pradictad branch is 11 evelea. Intel eatimatea that, on av
erage, a uep spends four ¢veles in the reservation station,
a0 8 mispredictad hranch will tpically canse a S-cycle
penalty. If the bronch spends an unusually long ame o
the reservation station, the penalty eould be even worae,

Thus, the PG designers spent a lot of eifoct to reduce
the nember of mispredicted branches. Like Pentium, the
"6 uzes a branch target buffer that retains both branch-
history information and the predicted target of the
branch. Thiz table 15 aceesaed by the current program
countar (P IE the PO hits in the BTE, a branch is pre-
dicted to the tarpet address indicated by the BTE entry;
there is no delay for eorrectly predicted token branches,

The BTE has 512 entries organized i a four-way
zet-agsociative cache. This size is twice that of Pentium,
improving the hut rate. The P8 rejects the commaonly
uaed Smith algorithm, which maintains four states
uging two bits, m favor of the more recent Yeh method (1],
This adaptive algorithm wees four bita of branch history
and can recognize and predict repeatable sequences of
branches, for example, taken—takan—not taken, We osti-
mate that the ' BTE will deliver close to #% accuracy
on programs such ag the SPECIntI2 auite,

A gecond tvpe of misprediction eeeurs if a branch
misses in the BTE. This situation is not detected until
the instruction is fully decoded in stage 6. The branch ia
predicted to be taken if the offset is negative (indicoling

a likely loop), and the target address, if available, is nsed
to redirect the fetch stream. Al that peint, howewver,
seven cycles have been wasted fetching and decoding in-
structions that are unlikely to be needed. In this case,
the long fatch-and-decode pipeline saps performance.

Porward branches that misa the BTB are predictad
to be not taken, 80 the soquential path continues to be
fetched with no delay. Branches that miss the BT are
mispredicted more often than those that hit and are sub-
Jjett to the same mispredicted branch ponalties.

Conditional Move Added

The PG inatruction set is nearly identical to Pen-
tium's and, in fact, to that of the 386. The most sipnificant
addition 13 & conditional move {CMov) instruction, This
ingtruction, which hos beon ndded toseveral RISC in-
struction seta recently, helps svoid costly mispredictions
by eliminating branches. The instruction copies the con-
tents of one regater inta another ondy if 8 particular com-
dition Hlag is aet, replacing a test-and-hranch sequence,

Liku all eurrent [ntal proceasors, the PG implements
system-management mode, The new CPU alen supporz
all the features in Pentinm's recret Appendix H. Intal
says that these features—including CPU ID, large page
sizeR, and virteal-B086 vxtensions—will be fully doeu-
mented when the PG is released. The P8 alse implemente
performance cnunters similar to those deseribed in
Appendix H, but it uses a new instruction that allows
them to be accesaed maore casily,

It has been widely specalated that the PE would in-
clude new inatruetions to specd NEP (native aignal pro-
cessing) applications. While the PF2 improved integer
multiplier will aasist N8P, multimedia sxtenaiona auch
a8 those in Sun's UltraSpare (ree MPR 12594, p. 15)
would have an even bigger effect. Intel, however, denies
that the P6 has any such extensions. This oversight
could give RISC processors like UltruSpare 5 sipnificant
performance advantage when executing increasingly
popular multimedia aoftwares,

PG Bus Allows Glueless MP

The PA gystem bus is completely redesigned from
the: Pentium bua. Both uae 64 hits of data and operate at

— ) Fro S
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F-;L'.red T“ha P& CPLU maasures 1'.' 5% |r' 5 mm whan fahﬂc:dal:l in
a O.5-micron four-layer-matal BICAWODS procass,

n maximum of 66 MHz, butl the 6 can sustain much
higher handwidth because it uses a split-transaction pro-
toenl, When Pentiwm reads from its bus, it senids the ad
dress, waita for the resualt, and reads the returmed data,
This sequence ties up the bug for easentially the entire
transaction. The I'6 bus, in contrast, continwes to conduct
rransactions while waiting tor results. This overlapping
of tramsactions preatly improves overall bus ucilization,

All arbitration ia conducted on separate =pnals on
Lthe IS bus in parallel with data cransmisaion, Addresses
are gent on their own 36-bit bus, so the bus 15 capable of
sustoinng the full 5258-Mbyvte’s bandwidth for an indefi-
nite period. Since the P8 has a private eache bus, the en-
tire avatem-bus bandwidth can be devoted oo memory
and [0 accesses. (Intel will disclese vhe dietils of the e
ayatam hus at a later date.)

A sphit-transaction bus 1s ideal for oo mulliprocessor
{MP sysrem. Intel haa designed the PO bus th support up
tor four processors without any glue logic: that s, the pro-
cogagr ping can be wired directly to each other with anly
a single chip set to support several CPUs, Like Pentium,
the PB includes Intel's advanced priority incerrapt con-
troller (APIC), simphifying multiprocessor designs. The
company believes that the aystem bus has encuph band-
width to support four P6 processors with little perfor-
mance depradation. Larper MFP aystems can be built
fromi clusters of [our processors each,

T'o operate at 66 MITz with up to epght devices (four
processors olong with two memory eontrollera and twn
L'y bridpes}, the P4 bus operates st modified GTL (Gun-
ning transceiver logic) signal levels, This lower signal

voltage (1.5 V) reduces settling time in a compli el eetri-
cal environment. Intel will roll ouc the first PG chip asts
alomp with the processor, but other vendors are expctod
Lo produce compatible chip sets as well,

With its integrated cache and APIC, the P6 module
offers an easy way to upgrade an MP system by plugging
in o new proeessor. This feature will be most useful in
servers, which often sell in MP configurations today. Tl-
timately, the PG will be used in multiprocessor PCa, a
market heing seoded today by the APTC-enabled P5 -!JL"

Another Big, Power-ITungry CPTT

As alwayns, thers 17 nn free lunch: high performance
comes at o price, The I'6 CTU requires 5.5 million tean-
aiators, of which about 4.5 million are for logic and 1.0
million are in the 16K of cache. Even in a 0,5-micron
four-laver-metal BiCMOS process, this circuitry re-
quires 306 mm? of silicon, as Figure 4 shows. To keep
this in perepective, however, the die sise is enly 4% hig-
g than that of the engingl Pentium. As with Pentium,
4 shrink to the next procesa will make the P8 much
smaller ani easier to manufeturce,

The cache chip comsumes 202 mm® and is built in
the same process a3 the CPLT as it must operate at the
zame clock rate. It contains taps and data storage for
456K of cache and regoires 15 million transistors,

Although the IP6 uses the same nominal [C process
a5 the PE4C Pentium, it operates from a eore voltage of
284 rather than Pentium’z 3.3V, This change could in-
dicate some miner process tweaks to reduce tranaiatar
zige or gate-oxide thickness, auch tweaks can improve
performanee but reduee the allewable supply voltage.

The lovrer valtage han the side effect of reducing the
powreT eonaumption; cven so, the P'6 CT'T has a prelimi-
nary power rating of 15 W maximum and 12 W bpical
With the 206K L2 cache chap, the totad power 15 expected
to be 20 W maximum and 15 W tvpical. Thia power
rating iz slightly greater than that of the eripinal PO
Pentium und 13 quite reasonable compared with next-
peneration KIS0 processors, which start ot 30 W, The
ereater surface area of the PG packape allows it to use
ahorter heat ainka than the notoriously hot 5

Intel investirated many typea of multichip modules
(MO a) before settling on a aimple two-cavity P4, os-
chewing more complicated Cand costly) fip-chip optiena.
The packare is sinyilar to a standard POA with extra o
ramie layers to route the G4-bit cache bus bebween the
CPUT and cache chipa. The die are attached wsing stan-
dard wire bonding no unusunl substrotes are reguired.

The pin arrangement, shown previnusly in Figure 2,
i agymmetric: interstitial ping surreund the CPU, which
drives all the sinals that leave the module, but not the
cache chip, We estimate that this 387-pin doal-cavily
package costs Intel sboat $60 in volume. The MPR Cost
Model compuites the overall manufaduring cost of the PG
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traffic, hampering performance on pro-
grama that overflow the K5's small on-
chip caches. This bottleneck will beeome
maore gevere az AMI increases the Ki's
clock speed to 150 Mz or higher, since the secondary
cache will continue to be restricted-tn 68 MHz or less,

Intels decper pipeline should give: the P8 a clock-
speed advantape over the K6 in comparable manutacour-
ing processes, While the deeper pipeline also increnses
mipeline penalties, the P6 has much more sophisticatad
branch prediction and a larger rearder buffer, allowing ik
to cutperform the K5 on a clock-for-clock basis as well.
The K will, of eourse, be leas expenzive and probably
copsume lees power than the PG,

Chrix's M1 shares the same ayrcem-interface con-
arrainta as the K5, Furthermore, its static tso-pipeiine
disign 15 less effivient than the decoupled design of the
P {and K5). Although Cyrix haa aocear to leading-edge
manufacturing technology from IBM. 1l 150 cear that
the company has the resources to quickly move its CPLU
to the latest processes, keeping pace wilh Intel and
AMD. Cerix must atart from serateh to develop a deeu-
Mesd Pieclass CPUT, a process Lhot will toke years,

The PG 13 simuilar to several of the next-generation
RISC processors, in particular the MITS R10000 (see
MPR 10¥24/84, p. 18). Table 3 comparea theae designs,
The R10000 iz a four-way superscalar processor, while
the P6 1= thres-wray superscalar. The RMIPS chip can exe-
cute up o 32 instructions out of order, o few less than
the P4. Both have a dedicated L2 cache hua and suppore
a high-bandwidth M svatem bus.

The Pi's CIEC handicap shows in two places. De-
apite the similar microarchitectures, the PS8 regquires

Table 3. The PE laature 56 stacks up wall against top 286 earmgedilars and the 10000,
a sirnilar HISG implemestalica. Tha key differances ara dock epesd and pedaemisncs,
(Source; vandors except "MDA estimates) tincludes L2 cache chip

nearly twice ag many logic lransistors a8 the MIPS chip;
1 extra lowme handles x86 decode, unp translalicn, and
the fothles of the 86 instruction sot. Since both chipa
have similar die size and transistor budgets, the B10000
is ahle to include fmer timea ag much on-chip cache as the
PG, improving performance on many programa.

Second, the first PG will run at 138 Mz, whale the
H10000 is expected to achieve 200 MEz using a similar
manufacturing process. To come even this close in cock
speed, Intel uses a very deep pipeline, a coneept that
MITS Lried and rejected for the RI00O0, The decper
pipeline has greater branch penallies, supping perfor-
manee. And, of course, the higher clock apeed gives the
R10000 an intrinsic performance advantage, Az o resull,
the MIFS chip ehould achicwe ol lenst S0% better intepar
performanee than the PS.

Working within the constrainds of the x88 instroc-
riom set is alwoys a challenge. The PG takes a huge step
beyond the static Pentium architeclure, applying a de-
eoupled superscalar engine to the performance problem,
Although thia deaign works around many of the bottle-
necks of the x86 instruction set, it doesn't mateh the per-
formance of a pare RISC chip, Compared with other z56
processors, the PG is clearly the beat of class and sets a
new standard for other vendors Lo match, #

[1] Tae-¥Yu Yeh and Yale Patt, “Two-Lovel Adaptive
Training Branch Prediction,” 2468 Internazionad Sympo-
siwm on Microgrchifectura (Now. 18913, pp, 51-61.
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