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The pinhole camera Shrinking the pinhole
The first camera - “camera obscura” - known to Moz
and Aristotle (ca, 350-400 BC).
Ut
~N— Image plane
pinhole
Pinhole camera
In 3D, we can visualize the blur induced by the pinhole
(ak.a, aperture): g, 035 mm
[Hecht, 1987]
Q: What happens as we continue to shrink the aperture?
\
| }'\1/\—(.{—[ (d) 0{) @Era g,cz)‘\\Q\_\
[Hecht, 1987]
Q: How would we reduce blur?
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Shrinking the pinhole, cont’d Imaging with the synthetic camera

In practice, pinhole cameras require long exposures,
can suffer from diffraction effects, and give an
inverted image.

In graphics, none of these physical limitationsis a

problem.
Diffraction
E ‘rv“" >

[Angel, 2011]

A, ! The image isrendered onto an image plane {usually
S\ & .
\'Q in front of the camera).

Viewing rays emanate from the center of projection
(COP) at the center of the pinhole.

0/\ ! c-/m\\a\ > The image of an object point Pis at the intersection

of the viewing ray through P and the image plane.
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ht 1987 But is P visible? This the problem of hidden surface
(Hecht, J removal (ak.a, visible surface determination).

Ray casting Ray casting, cont.

One way to simulate the pinhole camera and —
determine which point is visible at each pixel is ray
casting.

ﬁls\fd 3 Implem entation:

+ Might parameterize each ray:
rt)=C+t(P;-C

=)

Idea: For each pixel center P; where t > 0.

+ Sendray from eye point (COP), C, through P;into + Each object O, returnst, > 0 such that first

scene. intersection with O, occurs at r(ty).
+ Intersect ray with each object.

+ Select nearestintersection. Q: Given the set {t;} what is the first intersection point?
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Warping space

A very different approach is to take the imaging setup:

7% el
s

then warp all of space so that all the rays are parallel
{and distant objects are smaller than closer objects):

and then just draw everything onto the image plane,
keeping track of what isin front:
y
i
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3D Geometry Pipeline

Graphics hardware follows the “warping space”
approach.

Before being turned into pixels, a piece of geometry
goes through a number of transformations...
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seale, translate,
rotate, ...

rotate, franslate

Exe or camera space

T
! 9 10
3D Geometry Pipeline (cont’d) / L Projections
suk P
(7 Y U/C / . > Projections transform points in n-space to m-space,
where m<n.
In 3-D, we map points from 3-space to the projection
plane (PP) (ak.a, image plane) along projectors
Projective transformation, (ak.a, viewing rays) emanating from the center of
seale, translate projection (COP)
Normalized device space | :'/|/F / ‘ \\@ \
o \f<\@96 _.//#_'j7 ; / ‘Ga\{a
Project, \% | A= 1l - DOP //
scale, translate = /i/ .
Image o screen space There are two basic typ/es of projections:
+ Perspective - gistance from COP to PP finite
+ Parallel -/distance from COP to PP infinite
f @@
/
/
/
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Parallel projections

S

For parallel projections, we specify a direction of
projection (DOP) instead of a COP.

There are two types of parallel projections:

+ Orthographic projection - DOP perpendicular
to PP

+ Oblique projection - DOP not perpendicular to @ %
PP - /

We can write orthographic projection onto the 2=0
plane with a simple matrix.

xT 1000
y'l={o 10 of
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Z-buffer

The Z-buffer or depth buffer algorithm [Catmull,
1974] can be used to determine which surface pointis
visible at each pixel.

Here is pseudocode for the Z-buffer hidden surface
algorithm:

for each pi@c ( | '
»  Z-buffer [ij] < FAR) J

«  Framebuffer(ijl < <background color>  (_

end for ‘

for each nAdo
for each pixelin Ad

Compute depth z of A at {i,j)

if z > Z-buffer [i,j] then
Z-buffer(ij)) «z
Framebufferli] «color of A

end if—/—_JH -

end for

Normally, we do not drop the z value right away. Why end for
not?
Q:What should FAR be set to?
N url s
— oI — \rVAL
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Rasterization Properties of parallel projection
Properties of parallel projection:
The process of filling in the pixels inside of a polygonis
called rasterization. + Notrealistic looking
. N + Good for exact measurements
During rasterization, the z value can be computed . .
. + Are actually akind of affine transformation
incrementally (fast!). ) )
w + Parallel lines remain parallel
s, + Ratios are preserved
ZAINEN + Anglesnot (in general) preserved
. + Most often used in CAD, architectural drawings,
(2092, 5 \ etc, where taking exact measurementis
L important
(3, 3, 23)
x
Curious fact:
+ Described as the “brute-force image space
algorithm” by [SS
+  Mentioned only W [S55] asa
point of comparison for huge memories,but
written off as totally impractical.
Today, Z-buffers are commonlyimplementedin
hardware.
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Derivation of perspective projection

Consider the projection of a point onto the projection
plane:

[Note: Angel takes d to be a negative number, and
thus avoids using aminus sign.]
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Homogeneous coordinates revisited

Remember how we said that affine transformations
work with the last coordinate always set to one.

What happens if the coordinate is not one?

We divide all the coordinates by w:

X x/w

y yiw
_.)

z z/w

W | 1

If w =1, then nothing changes.

‘Sometimes we call this division step the “perspective
divide.”
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Homogeneous coordinates and
perspective projection

MNow we can re-write the perspective projection as a
matrix equation:

Again, projection implies dropping the z coordinate to
give a 2D image, but we usually keep it around alittle
while lenger.
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Projective normalization
After applying the perspective transformation and
dividing by w, we are free to do a simple parallel

projection to get the 2D image.

What does this imply about the shape of things after
the perspective transformation + divide?
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Viewing angle

An alternative to specifying the distance from COP to
PP is to specify a viewing angle:

Given the height of the image hand 8 what is d?
/ & | N |
Ton — — D ;/41 s
L |

— >} e
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What happens to d as @increases (while his constant)?

S [l IS f - —
Y\/\p\w@/ \ l (—\ <5 ’;
21 4=4 o Lo~ 2
Vanishing points Vanishing points (cont'd)
What happens to two parallel lines that are not Dividing by w:
parallel to the projection plane?
Think of train tracks receding into the horizon...
J
The equation for alineis: i % ' _
ey - o=
Py Vy *
I=p+tv= Py +1 V"'!
P: Vz We get a point! ,
1] O_I —_— C/IQ 1:3)52\‘?
What happens to the Iin@ Sotn—~~2 {3\7
After perspective transformation we get:
Each set of parallel linesintersect at a vanishing point
Py +tv, — J on the PP, \/ -5
= |[}:.-’ Y “"r-,: 3 “H ishi ) h 5 ,ZL/ 3
—p; +tv,)/d] A{)J 4 U/;) Q: How many vanishing points are t ere.\oa Vﬂf’(@{\g( J—Q /’&D
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Clipping and the viewing frustum

The center of projection and the portion of the
projection plane that map to the final image form an
infinite pyramid. The sides of the pyramid are dipping
planes.

Frequently, additional clipping planes are inserted to
restrict the range of depths. These clipping planes are
called the near and far or the hither and yon dipping
planes.

(Hither) Far
(Yon)

All of the clipping planes bound the the viewing
frustum. —

Properties of perspective projections

The perspective projection is an example of a
projective transformation.

Here are some properties of projective

transformations:
+ Linesmap tolines é

+ Parallel lines do not necessarily remain parallel
+ Ratios are not preserved
One of the advantages of perspective projection is

that size varies inversely with distance - looks
realistic.

A disadvantage is that we can't judge distances as
exactly as we can with parallel projections.

Human vision and perspective

The human visual system uses alens to collect light
more efficiently, but records perspectively projected
images much like a pinhole camera.
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[Glassner, 1995]

Q: Why did nature give us eyesthat perform
perspective projections?

Q: Do our eyes “see in 3D"7




3D Displays

So-called 3D displays are all the rage now for movies
and soon for televisions.

Much of our perception of 3D comes from stereo
vision: each eye sees a different view of the world.

So, to create theillusion of 3D, we only need to show
each eye animage of a scene created from that eye's
point of view!
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3D Displays, cont’d

Screen

Viewer
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3D Displays, cont’d

Screen

Viewer




3D Displays, cont’d

Viewer

Screen

33

Summary

What to take away from this lecture:

+ All the boldfaced words.

+ An appreciation for the various coordinate
systems used in computer graphics.

+ How to compute the world->eye coordinate
transformation with gluLookAt.

+ How apinhole camera works.
+ How orthographic projection works.
+ How the perspective transformation works.

+ How we use homogeneouscoordinates to
represent perspective projections.

+ The properties of vanishing points.

+ The mathematical properties of projective
transformations.
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