
CSE 446
Naïve Bayes



Administrative

• Homework 1 due this Friday

• Homework 2 is out today

– Programming portion out later this week



Naïve Bayes

• [see lecture notes]



A Digit Recognizer

• Input: pixel grids

• Output: a digit 0-9



Naïve Bayes for Digits (Binary Inputs)

• Problem setup:

– One feature Fij for each grid position <i,j>

– Possible feature values are on / off, based on whether intensity 

is more or less than 0.5 in underlying image

– Each input maps to a feature vector, e.g.

– Here: lots of features, each is binary valued

• Naïve Bayes model:

• Are the features independent given class?

• What do we need to learn?



Example Distributions

1 0.1

2 0.1

3 0.1

4 0.1

5 0.1

6 0.1

7 0.1

8 0.1

9 0.1

0 0.1

1 0.01

2 0.05

3 0.05

4 0.30

5 0.80

6 0.90

7 0.05

8 0.60

9 0.50

0 0.80

1 0.05

2 0.01

3 0.90

4 0.80

5 0.90

6 0.90

7 0.25

8 0.85

9 0.60

0 0.80



Subtleties of NB Classifier

2 wins!!



For Binary Features: We already 
know the answer!

• MAP: use most likely parameter

• Beta prior equivalent to extra observations for 
each feature

• As N→ ∞, prior is “forgotten”
• But, for small sample size, prior is important!



Multinomials: Laplace Smoothing

• Laplace’s estimate:
– Pretend you saw every outcome k 

extra times

– What’s Laplace with k = 0?

– k is the strength of the prior

– Can derive this as a MAP estimate 
for multinomial with Dirichlet priors

• Laplace for conditionals:
– Smooth each condition 

independently:

H H T



Text classification

• Classify e-mails
– Y = {Spam,NotSpam}

• Classify news articles
– Y = {what is the topic of the article?}

• Classify webpages
– Y = {Student, professor, project, …}

• What about the features X?
– The text!



Features X are entire document – Xi for ith

word in article



NB for Text classification

• P(X|Y) is huge
– Article at least 1000 words, X={X1,…,X1000}

– Xi represents ith word in document, i.e., the domain of Xi is entire 
vocabulary, e.g., Webster Dictionary (or more), 10,000 words, etc.

• NB assumption helps a lot
– P(Xi=xi|Y=y) is just the probability of observing word xi at position i in a 

document on topic y



Bag of words model
• Typical additional assumption –

– Position in document doesn’t matter: 

• P(Xi=xi|Y=y) = P(Xj=xi|Y=y)  (all position have the 

same distribution)

– “Bag of words” model – order of words on the page 
ignored

– Sounds really silly, but often works very well!

When the lecture is over, remember to wake up the 
person sitting next to you in the lecture room.



Bag of words model

in is lecture lecture next over person remember room 
sitting the the the to to up wake when you

• Typical additional assumption –

– Position in document doesn’t matter: 

• P(Xi=xi|Y=y) = P(Xj=xi|Y=y)  (all position have the 

same distribution)

– “Bag of words” model – order of words on the page 
ignored

– Sounds really silly, but often works very well!



Bag of Words Approach

aardvark 0

about 2

all 2

Africa 1

apple 0

anxious 0

...

gas 1

...

oil 1

…

Zaire 0



NB with Bag of Words for text classification

• Learning phase:
– Prior P(Y)

• Count how many documents from each topic (prior)

– P(Xi|Y) 
• For each topic, count how many times you saw word in 

documents of this topic, divide by total # of words for 
that topic

• Test phase:
– For each document

• Use naïve Bayes decision rule



Continuous Features

• [see lecture notes]



What you need to know about Naïve 
Bayes

• Naïve Bayes classifier

– What’s the assumption

– Why we use it

– How do we learn it

• Text classification

– Bag of words model

• Gaussian NB

– Features are still conditionally independent

– Each feature has a Gaussian distribution given class



Bayesian Networks Intro

• [see lecture notes]


