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Bias-Variance Tradeoff
" JEE
m Choice of hypothesis class introduces learning bias

More complex class — less bias

More complex class
high Sies — 7

Degree of polynomial: |1«

Select points by clicking on the graph or press _ Example
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Degree of polynomial

Select points by clicking on the graph or press

@ FitYtoX
O FitXtoY

13 v

Calculate | View Polynornial | Reset

Example | Selectpoints by clicking on the graph or pres:

@ FitYtoX
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Degree of polynomial: 13 v
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Training set error v - .y (- ywnes))
i} ; :
m Given a dataset (Training data)

m Choose a loss function
e.g., squared error (L,) for regression

m Training set error: For a particular set of 5?«%{

parameters, loss function on training data: J
’\'lv’\) 1 Nirain 2
ezrrort—mi,f(w) = N JZ:l (t(x ) — Z wihi(xj)>
?I\Vt-a.) 3“,‘ *k 14 ,\ “/{l‘ PN
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Training set error as a function of
model complexit

—\'ﬁﬁ




Prediction error

m Training set error can be poor measure of -
_____————’—_'

“quality” of solution
ality Of SOl

m Prediction error: We really care about error

over all possible input points, not just training

data:  allgght Ufped e pure_ol| possibhging
&mg. > 2
erroryue(w) = Fx [(t(x) — Zwihi(x)> ]

Prediction error as a function of model

: Bias/Variance tradeoff




m | complexity: train v. true error
N/E\% / Qv
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Prediction error as a function of
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Computing prediction error
"

m Computing prediction

Hard integral

May not know t(x) for every x
=

Errorirye(W) = /(t(x)—Zwihi(x)) p(x)dx

m Monte Carlo integration (sampling approximation) "‘ﬁ’*ﬁfm-’"f
Sample a set of i.i.d. points {X,...,xy} from p(x) b
Approximate integral with sample average ’ 5,‘47,(,("

M 2 hain A
1 ain A<t
erroryue(W) = i E <t(xj) - g wihq;(xj)> l:;f m
j=1 i &
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Why training set error doesn’t

approximate prediction error?

Sampling approximation of prediction error:

M 2
1
GTTOTtTue(W) ~ M ]Zl (t(Xj) — Z:w,hq(x])>
Training error :

Ntruin 2
1
erToTirain(W) = N > (t(xj)—Zwihi(x_,-)>
rawm J:

Very similar equations!!!
Why is training set a bad measure of prediction error???
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Why training set error doesn’t

gggrgximate grediction error?

Because you cheated!!!
\_——_______’q

Training error good estimate for a single w,
But you optimized w with respect to the training error,

and found w that is 5 od for this set of samples
D S —

Training error is a (optimistically) biased
estimate of prediction error

Very similar equations!!!
Why is training set a bad measure of prediction error???
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Test set error w = Y (100~ s
" JE—
m Given a dataset, randomly split it into two parts:
Training data — {X;,..., Xyyar} = -
Test data — {X4,..., Xytest} e—
m Use training data to optimize parameters w_

m Test set error: For the final output \II\V, evaluate
the error using:

Ntest

erroriest(wW) = Ntlest Z (t(xj) —Zwihi(Xj)>

j=1
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Qverfitting
* JEEE
m Overfitting: a learning algorithm overfits the

training data if it outputs a solution_\}\v when there
exists another solution w* such that:

A n
lerrorirain (W) < errortrain(“,t)]/\[eTTOTtrue(Ww) < erroryye(w)]
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How many points to | use for
training/testing?

Very hard question to answer!
Too few training points, learned w is bad
—
Too few test points, you never know if you reached a good solution
\_’ S ——

Bounds, such as Hoeffding’s inequality can help:
~ 2
P(|6—6*|>¢) < 2 2Ne

More on this later this quarter, but still hard to answer
Typically: (Vo35 vl

[
If you have a reasonable amount of data, pick test set “large enough”
for a “reasonable” estimate of error, and use the rest for learning

If you have little data, then you need to pull out the big guns...

= e.g., bootstrapping
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Error estimators

" JEE
errori (W) = /(t(x)—Zlu,h;(X)) p(x)dx
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Error as a function of number of training ,” )
examples for a fixed model complexity % . -
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Error estimators
" JEE

Be careful!!!

Test set only unbiased if you never never ever ever
do any any any any learning on the test data
For example, if you use the test set to select
the degree of the polynomial... no longer unbiased!!!
(We will address this problem later in the quarter)

Nicat

1
erroryes(w) = ,\—Z
Niest

=1

(t(x,) - Zu',h;(xﬂ)
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What you need to know
" J—
m True error, training error, test error
Never learn on the test data
Never learn on the test data
Never learn on the test data

Never learn on the test data
Never learn on the test data

m Overfitting
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Regularization
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Regularization in Linear Regression
" JEE
m Overfitting usually leads to very large parameter choices, e.g.:

-2.2+3.1 X-0.30 X2 (-1-1+4,700,910.7 X - 8,585,638.4 X2+ ...
Ll -/

\ J" \ e v {#ﬁ)

qnl i Al
P t b ‘ / “ / /KL
L«;c ‘ / V1

m | Regularized or penalized rengssmn aims to impose a
“‘complexity” penalty by penalizing large weights
“Shrinkage” method

L'L 5 TV —4 f""‘lil'l ok Smoafhe L chitas
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| l’l : (
Ridge Regression pvo W \/

"
= Ameliorating issues with overfitting: ?l"‘r:'\"“) JF\'7L wq?b,
"Wl i g v

m New objective: 7 X
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