CSE 373 Autumn 2011: Midterm #1
(closed book, closed notes, NO calculators allowed)

Instructions: Read the directions for each question carefully before answering. We may give partial credit based on the work you write down, so if time permits, show your work! Use only the data structures and algorithms we have discussed in class or which were mentioned in the book so far.

Note: For questions where you are drawing pictures, please circle your final answer for any credit.

Good Luck!

Total: 73 points. Time: 50 minutes.

<table>
<thead>
<tr>
<th>Question</th>
<th>Max Points</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>73</td>
<td></td>
</tr>
</tbody>
</table>
1. (16 pts) **Big-O**

For each of the functions $f(N)$ given below, indicate the tightest bound possible (in other words, giving $O(2^N)$ as the answer to every question is not likely to result in many points). Unless otherwise specified, all logs are base 2. **You MUST choose your answer from the following** (not given in any particular order), each of which could be re-used (could be the answer for more than one of a) – h):

$O(N^2), O(N^{1/2}), O(N^{1/4}), O(\log^3 N), O(N), O(N^2 \log N), O(N^5), O(2^N), O(N^3), O(N^8), O(\log^4 N), O(N \log^3 N), O(N^2 \log^2 N), O(\log N), O(1), O(N^4), O(N^N), O(N^6), O(N \log^2 N), O(\log \log N)$

You do not need to explain your answer.

a) $f(N) = N^{1/2} + \log^3 N$ \hspace{1cm} $O(N^{1/2})$

b) $f(N) = 100 \log N + N^{1/4}$ \hspace{1cm} $O(N^{1/4})$

c) $f(N) = N^2 \log N^2 + 2 N \log^2 N$ \hspace{1cm} $O(N^2 \log N)$

d) $f(N) = (N \cdot (100N + 5 + N^3))^2$ \hspace{1cm} $O(N^8)$

e) $f(N) = 1000 \log \log N + \log N$ \hspace{1cm} $O(\log N)$

f) $f(N) = \log_{16}(2^N)$ \hspace{1cm} $O(N)$

g) $f(N) = N^2 \cdot (\log N^3 - \log N) + N^2$ \hspace{1cm} $O(N^2 \log N)$

h) $f(N) = (N \log N + 2N)^2$ \hspace{1cm} $O(N^2 \log^2 N)$
2. (8 pts) **Big-Oh and Run Time Analysis:** Describe the worst case running time of the following pseudocode functions in Big-Oh notation in terms of the variable \( n \). *Showing your work is not required* (although showing work *may* allow some partial credit in the case your answer is wrong – don’t spend a lot of time showing your work.). You MUST choose your answer from the following (not given in any particular order), each of which could be re-used (could be the answer for more than one of I. – IV.):

\[ O(n^2), O(n^3 \log n), O(n \log n), O(n), O(n^2 \log n), O(n^5), O(2^n), O(n^3), O(\log n), O(1), O(n^6), O(n^8), O(n^7) \]

I. void sunny(int n, int x) {
    for (int k = 0; k < n; ++k)
        if (x < 50) {
            for (int i = 0; i < n; ++i)
                for (int j = 0; j < i; ++j)
                    System.out.println("x = " + x);
        } else {
            System.out.println("x = " + x);
        }
}

II. void warm(int n) {
    for (int i = 0; i < 2 * n; ++i) {
        j = 0;
        while (j < n) {
            System.out.println("j = " + j);
            j = j + 5;
        }
    }
}

III. int silly(int n, int m) {
    if (n < 1) return m;
    else if (n < 10)
        return silly(n/2, m);
    else
        return silly(n - 2, m);
}

IV. void happy(int n) {
    for (int i = n*n; i > 0; i--)
        for (int k = 0; k < n; ++k)
            System.out.println("k = " + k);
    for (int j = 0; j < i; ++j)
        System.out.println("j = " + j);
    for (int m = 0; m < 5000; ++m)
        System.out.println("m = " + m);
}

3. (17 pts total) **Trees.**

a) (4 pts) What is the minimum and maximum number of nodes in a complete tree of height 6? (Hint: the height of a tree consisting of a single node is 0)
*Give an exact number* (with no exponents) for both of your answers – not a formula.

Minimum = $2^6 = 64$

Maximum = $2^{6+1} - 1 = 2^7 - 1 = 128 - 1 = 127$

b) (2 pts) What is the minimum number of nodes in a balanced AVL tree of height 4?
*Give an exact number* (with no exponents) for your answer – not a formula.

Minimum = $7 + 4 + 1 = 12$  
Use: $S(h) = S(h-1) + S(h-2) + 1$

c) (2 pts) What is the maximum number of leaf nodes in a binary tree of height $h$?
*Give a formula in terms of $h$* for your answer.

Maximum = $2^h$

d) (1 pt) What is the **height** of node C in the tree shown below:  
2

e) (1 pt) Give a Post-Order traversal of the tree shown below:

D, B, I, J, F, G, C, A

f) (1 pt) Is it AVL balanced (ignore the values, only look at the shape):  
**YES** / **NO**
3. (cont) e) (6 pts) Given the following six trees a through f:

List the letters of all of the trees that have the following properties: (Note: It is possible that none of the trees above have the given property, it is also possible that some trees have more than one of the following properties.)

Complete: __d, f________________

Full: __d, f________________

AVL balanced: ___a, b, d, e, f___________

Perfect: ______f______________
4. (8 pts total) **Binary Min Heaps**

(a) (6 pts) Draw the binary min heap that results from inserting 3, 4, 8, 7, 2, 6, 9, 5, 1 in that order into an initially empty binary min heap. *You do not need to show the array representation of the heap.* You are only required to show the final tree, although drawing intermediate trees may result in partial credit. If you draw intermediate trees, please **circle your final result** for any credit.

![Diagram of binary min heap](image-url)
4. (cont.)

(b) (2 pts) Draw the result of one deletemin call on your heap drawn at the end of part (a).
5. (6 pts) AVL Trees Draw the AVL tree that results from inserting the keys: 1, 9, 5, 3, 6, 2, 4 in that order into an initially empty AVL tree. You are only required to show the final tree, although drawing intermediate trees may result in partial credit. If you draw intermediate trees, please circle your final tree for any credit.
6. (18 pts) **Algorithms & Running Time Analysis:**

- **Describe the most time-efficient way to implement the operations listed below.** Assume no duplicate values and that you can implement the operation as a member function of the class – with access to the underlying data structure, including knowing the number of values currently stored (N).

- Then, give the tightest possible upper bound for the **worst case** running time for each operation in terms of N. **For any credit, you must explain why it gets this worst case running time.** You must choose your answer from the following (not listed in any particular order), each of which could be re-used (could be the answer for more than one of a) -f)).

\[
O(N^2), O(N^{1.5}), O(N^3 \log N), O(N \log N), O(N), O(N^2 \log N), O(N^5), O(2^N), O(N^3), \\
O(\log N), O(1), O(N^6), O(N^{12})O(N^N), O(N^6), O(N^8), O(\log \log N)
\]

a) Pushing a value onto a stack implemented as an array. Assume the array is of size 2N. **Explanation:**

- Assuming the array is big enough to hold the values we are inserting,
- Have bottom of stack be array[0], top value on stack is at array[top-1]
- O(1) - write new value in location array[top]
- O(1) - top++
- Overall run time is O(1)

b) Print out all leaf nodes in an AVL tree in descending order (from largest to smallest). **Explanation:**

- printLeaves(node) {
  printLeaves(right);
  if (left == NULL && right == NULL) print value; // print leaf nodes
  printLeaves(left);
}

- This is basically a reversed inorder traversal, it visits every node once, doing constant time work at each node, so O(N).

c) Popping a value in a stack implemented as linked list. Be specific in explaining how you get the runtime you provide. **Explanation:**

- Have a pointer point to top of stack. When you push: top = new node(value, top);
- So that pointers point towards the bottom of stack.
- Pop is then: (all constant time operations)
  - temp = top;
  - top = top.next;
  - return temp.value;
6. (continued) Algorithms & Running Time Analysis:

- **Describe the most time-efficient way to implement the operations listed below.** Assume no duplicate values and that you can implement the operation as a member function of the class – with access to the underlying data structure, including knowing the number of values currently stored (N).
- Then, give the tightest possible upper bound for the **worst case** running time for each operation in terms of N. **For any credit, you must explain why it gets this worst case running time.** You must choose your answer from the following (not listed in any particular order), each of which could be re-used (could be the answer for more than one of a) -f)).

\[ O(N^2), O(N^{1/2}), O(N^{3} \log N), O(N \log N), O(N), O(N^2 \log N), O(N^5), O(2^N), O(N^3), O(\log N), O(1), O(N^5), O(N^{12})O(N^N), O(N^6), O(N^8), O(\log \log N) \]

d) **Given a binary min heap, find which value is the minimum value and delete it.**

**Explanation:**

This is just a deletemin operation. Finding the minimum is O(1) because the min is always in location 1. We remove that value and replace it with last value in the array (array[size]) – note this is NOT necessarily the “most recently added value”, and size—, all constant time operations. Next we percolate down the value we placed in location 1: compare its value with its 2 children, swap with smaller of two if necessary. Compare, compare and swap are all constant time operations. We repeat this process until no more swapping is required. Since the height of a complete binary tree is O(log N), the number of compare/swaps is bounded by O(\log N). So the overall runtime is O(N).

e) **Given a FIFO queue, find which value is the minimum value and delete it.** When you finish, the rest of the values should be left in their original order. **Explanation:**

Go through all the values in the queue, maintaining their current order, keep track of the smallest value you have seen so far: dequeue(), compare to current min, enqueue() size times. This pass takes time O(N) assuming you have O(1) for enqueue and dequeue operations. At the end of this pass the values are in original order, but you know what the min value is. Then cycle through a second time, dequeueing and re-enqueueing as you go. Except when you find the min value, don’t re-enqueue it. This pass also takes O(N) time. O(N) + O(N) = O(N) so overall run time is O(N).

f) **Given a binary search tree, find which value is the median value, and delete that value.** **Explanation:**

There is not really a “worst case”, regardless of the shape of the tree, you must go through N/2 values until you get to the median (“middle”) value. We need to describe a general algorithm that will solve the problem in all cases.

Do an inorder traversal, counting number of values visited as you go. When you have seen N/2 values, we will call the next value the median. So delete that value. Deleting will cause us to find the smallest successor (or largest predecessor) which could take O(N) since we have no guarantee on height of the tree. Total time is O(N/2) + O(N) = O(N).