CSE 373 WINTER 2008 PRACTICE FINAL
110 minutes, no books/notes/calculators

	NAME:


	Problem
	Max Points
	Score

	1
	10
	

	2
	10
	

	3
	10
	

	4
	10
	

	5
	10
	

	6
	10
	

	7
	10
	

	8
	10
	

	9
	13
	

	10
	20
	

	11
	12
	

	TOTAL
	125
	


	READ AND SIGN THIS:

I certify that the answers on this exam are all my own work, and that I have not discussed the exam questions or answers with anyone in the class who has already taken the exam.  I also will not (directly or indirectly) discuss the exam questions or answers with anyone in the class who has not yet taken the exam.
(obviously you don’t need to sign for the practice final)
________________________________________________________________


1.   (10 points) Quicksort pivots
a) What are the pros/cons of using a random pivot?

b) What are the pros/cons of using a median-of-3 pivot?

2.    (10 points)    Dijkstra’s Algorithm
Assume the source is A.  Label the vertices in the order that they enter the “cloud.”  For each vertex in the cloud, say what its parent in the search tree is.


[image: image1]
3.    (10 points)    MST
Using Prim’s Algorithm starting with A, list the vertices in the order they are added to the MST.


[image: image2]
Using Kruskal’s Algorithm, list the edges of the MST in the order that they are merged.


[image: image3]
4.    (10 points)    AVL Trees
Draw the new tree following an insert of the key 15.


[image: image4]
Draw the new tree following an insert of the key 29.


[image: image5]
5.    (10 points) Graph Algorithms
Given a directed graph, describe an O(V+E) algorithm to determine if there is a path from every vertex to a given node.

6.    (10 points)     Graph Algorithms

a. What does it mean for Dijkstra’s Algorithm or Prim’s Algorithm to be a greedy algorithm?

b. Draw a graph with one negative edge that illustrates how Dijkstra’s fails to find the shortest path.  Explain why.

7.    (10 points)    Binary Search Trees
Consider the following code to see if a binary search tree is actually in search order:

boolean isProperBST(Node root) {

    if (root==null) return true;

    if (root.left!=null && root.data < root.left.data) return false;

    if (root.right!=null && root.data < root.right.data) return false;

    return isProperBST(root.left) && isProperBST(root.right);

}

a) for a tree of size n, what’s the runtime of isProperBST?

b) Draw a tree that is not a binary search tree but the above algorithm returns true.

(in other words, the above algorithm is wrong)

8. (10 points)    Algorithm analysis
A graph G has V vertices and E edges.

a) For a graph with no parallel (duplicate) edges, why is it the case that 

O(E log E) is equivalent to O(E log V)?

b) In terms of V and/or E, what is the value printed?

      i=0

      for each vertex v in G

         for each neighbor vertex w of v
            i++
      System.out.println(i);
9. (13 points) Design choices
Answer as O(E), O(V), O(degree(V)), or O(1)

(2 points each)

a) What’s the runtime of isEdgeBetween(vertex1, vertex2) for an adjacency matrix?

b) What’s the runtime of isEdgeBetween(vertex1, vertex2) for an adjacency list?

c) What’s the runtime of getAdjacentVertices(vertex) for an adjacency matrix?

d) (7 points) 
Describe a data structure such that both isEdgeBetween and getAdjacentVertices are as fast as they can be.  How is an edge represented in the data structure?  How are the two different methods evaluated fast?
10. (20 points) Graph programming
Using the following graph interface:
interface Graph {

    List<Vertex> allVertices();

    List<Vertex> adjacentVertices(Vertex v);

}

Write a method boolean hasEulerianPath(Graph g) to determine if an undirected graph has an Eulerian path.  You may use any Java collection.  A graph has an Eulerian path if every edge can be traveled once and only once via a path.  In other words the graph must be fully connected and it must not contain more than two vertices of odd degree.
11.    (12 points)     Design 
a)  When is it better to use a sorted list than a BST?  When is it better to use a BST than a sorted list?

b) Why is it useful to cache the results of queries into a hashtable?

   Why does this become tricky if the underlying data that the queries use changes?

c) Encryption relies on problems that are really easy to construct, very hard to solve, and really easy to verify.  Explain why each of these three conditions are important to a good encryption method.
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