CSE 326 Final Exam – 06/11/2009

Name _______________________________________

Write your full name above. Every other page shares a unique identifier with this one.

Do not write any confidential information on this page.

There are 9 questions worth a total of 90 points. Please budget your time so that you earn the most points you can in the allotted 110 minutes. Keep answers brief and to the point.

The exam is closed book, closed notes, etc.

Please keep everything you write for a question on the page allocated for that question (including the back of the same page if necessary). This ensures the questions can be separated from each other for efficient grading.

Limit scrap work to the provided pages.

Please wait to turn the page until everyone is told to begin.
This page is (obviously) for instructor use only.

Score ___________________ / 120

1. _____ / 10
2. _____ / 10
3. _____ / 10
4. _____ / 10
5. _____ / 10
6. _____ / 10
7. _____ / 10
8. _____ / 10
9. _____ / 10
10. _____ / 10
11. _____ / 10
12. _____ / 10
1) 10 points

This problem works through the memory tradeoff of representing a List as a 
statically-allocated array (an array that does not grow or shrink) versus a single linked list. 
We assume the size of the list is large enough that any object overhead is negligible 
compared to the memory needed to store the List elements.

We define four variables:

- $n$: the number of items currently in the List
- $C$: the maximum capacity of the List
- $D$: the size of a data element
- $E$: the size of a reference to another node

a) In terms of $n$, $C$, $D$, and $E$, how much space is used by the statically-allocated array?

b) In terms of $n$, $C$, $D$, and $E$, how much space is used by the single linked list?

c) In terms of $C$, $D$, and $E$, at what value of $n$ do the two representations use the same 
amount of memory?

d) If $D$ equal $E$ (as with 4-byte integer data elements and 4-byte references), how large 
must $n$ be for the statically-allocated array to be more space efficient?
2) 10 Points

Starting with an empty binary min-heap:

a) Insert, one at a time, the sequence 5, 7, 9, 11, 17, 12, 3. Draw the resulting min-heap.

b) Draw an array representation of your binary min-heap from a).

c) Perform a deleteMin on your binary min-heap. Draw the resulting binary min-heap.

d) Perform a deleteMin on your binary min-heap. Draw the resulting binary min-heap.
e) If you started with your min-heap from a), and continued performing deleteMin until your min-heap was empty, in what order would you delete each key from the heap?

f) What is the worst-case $O$ (Big-Oh) cost of creating a heap from an array containing $N$ keys, then repeatedly executing deleteMin until that heap is empty?

g) What is the name for this procedure?

h) If you want to perform the procedure from g) in-place, yielding entries in your array in the same order as e), while minimizing any pre-processing or post-processing overhead, what would you do differently?
3) 10 points

Starting with an empty AVL tree:

a) Insert the sequence 12, 7, 15, 5, 3. Draw the final AVL tree.

b) Insert 8. Draw the resulting AVL tree.

c) Insert 10. Draw the resulting AVL tree.

d) Insert 9. Draw the resulting AVL tree.
4) 10 points

Consider this visualization of a k-d tree in two dimensions, x and y. The lower-left corner corresponds to lesser values of both x and y, the upper-right corner corresponds to greater values of both x and y. Each object has a label (between a and g), and each split point has a label (between s1 and s8).

![Diagram of a k-d tree]

a) Draw a k-d tree corresponding to this split of this data.

b) Is there more than one correct answer to a)? Why?
5) 10 Points

You have a lot of turkeys, and you need to keep track of vacation and dinner plans for each of them. You will store information about each turkey in a Dictionary implemented using a B-tree (specifically, the variant of B-trees discussed in class and in Chapter 4).

Assume your B-tree will run on an old farm machine that stores and retrieves data in blocks of 256 bytes. Further assume that that storing a reference requires 4 bytes. Assume that you are not storing sibling or parent references within the tree.

Each turkey wears a stylish collar with a unique identifier encoded in 8 bytes. For each turkey, a record of their breeding, their feeding, and their favorite type of gravy requires 32 bytes (not including the turkey’s identifier). Turkeys are equally happy with all vacation destinations, so you do not store any information about this.

You should provide a numeric answer for questions a) and b), but providing the formula you used to obtain your answer will allow us to give full or partial credit if your answer is incorrect due to a simple arithmetic error.

a) Choose an appropriate value for $M$, the branching factor of internal nodes.

b) Choose an appropriate value for $L$, the number of elements per leaf.

c) In terms of $M$, $L$, and $h$, what is the maximum number of turkeys about which you can store information in a B-tree of height $h$?

d) In terms of $M$, $L$, and $h$, what is the minimum number of turkeys you must have in order for your B-tree to be of height $h$?
6) 10 points

Using a hash table of size 11 with open addressing and linear probing, perform the following sequences of actions. Objects can be represented simply by their hashcodes. Do not grow the size of the hashtable.

a) Hash a sequence of objects with hashcodes 36, 27, 47, 19.

```
0 1 2 3 4 5 6 7 8 9 10
```

b) Delete the object with hashcode 36.

```
0 1 2 3 4 5 6 7 8 9 10
```

c) Insert a sequence of objects with hashcodes 90, 35.

```
0 1 2 3 4 5 6 7 8 9 10
```

d) What is the load factor of your table after c)?
7) 10 points

The uptrees used to represent sets for manipulation by union-find algorithms can be stored in a single \( n \)-element array, with positive numbers representing parent pointers and negative numbers representing the weight of a root. Consider this collection of sets:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>7</td>
<td>-6</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>-2</td>
<td>6</td>
<td>14</td>
<td>12</td>
<td>13</td>
<td>-4</td>
<td>12</td>
<td>-2</td>
</tr>
</tbody>
</table>

You will manipulate this forest of uptrees, assuming that find operations apply path compression and union operations apply union-by-size.

a) Draw a picture of the uptrees represented by the data in the above arrays.

b) Draw the uptrees that result from executing:

\[
\text{union(find(2), find(14));}
\]
c) Continuing based on your result for b), draw the uptrees that result from executing:

\[
\text{union(find(13), find(8))};
\]

d) Show the contents of the array after completing c).

<p>| | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

e) Is there more than one correct answer for d)? Why?
8) 10 points

Prove by induction:

An undirected graph, without loop edges, has at most \( \frac{|V|(|V|-1)}{2} \) edges.
9) 10 points

Consider the following directed, weighted graph:

```
9
2  1
5  2
6  1

A ----> B
    |     |     |
    C ----> D ----> E
    |     |     |
    F ----> G
```

a) Step through Dijkstra’s algorithm to calculate the single-source shortest paths from A to every other vertex. Show your steps in the table below. Cross out old values and write in new ones, from left to right within each cell, as the algorithm proceeds. Also list the vertices in the order which Dijkstra’s algorithm marks them known:

Known vertices (in order marked known): ___ ___ ___ ___ ___ ___ ___

<table>
<thead>
<tr>
<th>Vertex</th>
<th>Known</th>
<th>Distance</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

b) What is the lowest-cost path from A to E in the graph, as computed above?

c) Is there more than one correct table for a)? Why?
10) 10 points

Consider again the following directed, weighted graph:

You will need to compute a maximum flow from $A$ to $E$, using the Ford-Fulkerson method. This page is for your work. Before running the algorithm, read ahead to know what information you need to provide for the different parts of this problem.
a) List each augmenting path you discover, in the order that you discover them, as well as the volume you are able to send down that path.

b) Draw the residual graph that you have at the completion of the algorithm, when no more augmenting paths are available.

c) Is there more than one correct answer for b)? Why?

d) Give a minimum cut of the vertices in the graph, with source $A$ and sink $E$. 
11) 10 points

Consider the following undirected, weighted graph:

![Graph Image]

a) Step through Prim’s algorithm to calculate a minimum spanning tree. Show your steps in the table below. Cross out old values and write in new ones, from left to right within each cell, as the algorithm proceeds. Also list the vertices in the order which Prim’s algorithm marks them known:

Known vertices (in order marked known):   ___    ___    ___    ___    ___    ___    ___    ___

<table>
<thead>
<tr>
<th>Vertex</th>
<th>Known</th>
<th>Distance</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

b) What are the edges in the minimum spanning tree, as computed above?

c) Is there more than one correct table for a)? Why?
12) 10 Points

Consider the following undirected, weighted graph:

Apply Kruskal’s algorithm to compute a minimum spanning tree. In the designated spaces below, write down the edges in the order they are considered by Kruskal’s algorithm. If the edge is part of the minimum spanning tree found by the algorithm, write it down in the first list of edges that form the MST. Write down the other edges considered by the algorithm in the order they were considered. Assume that the algorithm terminates as soon as the MST has been found.

a) Edges that form part of the MST, in order considered:

b) Other edges considered, but not included in the MST, in order considered:

c) Is the MST for this graph unique? Why?
Do not write any confidential information on this page.

2 Points Extra Credit for the Best Response in the Class

Why did the turkey go to Pullman?
This page for scrap work. Remember to note which problem you are working on.
This page for scrap work. Remember to note which problem you are working on.