QUIZ #5: GROUP QUIZ
CSE 326
Data Structures
Autumn, 2003

11/19/2003

1. Individually, on your own white copy of this quiz, write down the names of your quiz group members, other than yourself, that you know.  Don’t cheat!!

Now jointly create a graph where nodes correspond to members in your group and edges correspond to the binary relation (x,y): x ( y and x knows y’s name.





 




If you simply concatenate what you all wrote down on your white copies when starting out on this problem, you get a representation of the graph above.  Which standard graph data structure does this correspond to?



Should this graph be directed or undirected?  Which property of the binary relation determines this?  [reflexive, symmetric, transitive, one-to-one, … recall CSE321!]



Give a topological sorting of your graph if one exists.



When condition(s) must a graph satisfy in order to have a valid topological sorting?
2. Recall that an Eulerian path in a graph is one that visits each edge exactly once.  Similarly, a Hamiltonian path is one that visits each vertex exactly once.  For the following graphs, identify one Eulerian and one Hamiltonian path, or indicate if no such paths are present.


[image: image1]


Do you think (or know) that there exist efficient, i.e. polynomial time, algorithms for finding an Eulerian path?





Do you think (or know) that there exist efficient, i.e. polynomial time, algorithms for finding a Hamiltonian path?





How many people in your group have heard of the theory of NP-completeness?  How many know at least a little bit about it?



3. Recall the question that was raised in Monday’s class: if space is not a concern, can we always maintain both adjacency matrix and adjacency list representations, and get the best of both worlds?

Suppose an algorithm A uses an adjacency list L.  One can easily construct a modified algorithm B that maintains both L as well as an adjacency matrix M for the same graph, and solves the same problem as A does.

Argue that runtime(B) = O(runtime(A)) if the graph is undirected.  What would fail in your argument if the graph is directed?

[Note that this statement is independent of what exact problem A solves.]


4. Give two to three characteristics of each of the following sorting algorithms.  Try to say something more informative than common knowledge like “Quick sort takes O(n log n) time on average.”  Think what features, good or bad, of the sorting algorithm at hand distinguish it from (at least a few of) the others.


a. Selection sort




b. Insertion sort




c. Merge sort




d. Quick sort




e. Heap sort




f. AVL sort




g. B-tree sort




h. Bucket sort




i. Radix sort




j. External sort



5. Which of the following statements, supposedly derived from the proof of the 
Ω(n log n) lower bound, are incorrect?  Point out what is wrong in the statement and rewrite it correctly.


a. For every comparison based sorting algorithm A and input size n, we can create a decision tree DT(A,n).




b. For every comparison based sorting algorithm A that exchanges only adjacent elements, and input size n, we can create a decision tree DT(A,n).




c. The number of nodes in DT(A,n) corresponds to the running time of A on size n inputs.




d. The depth of a leaf in DT(A,n) corresponds to the running time of A on the input corresponding to that leaf.




e. DT(A,n) has exactly n! (n factorial) leaves.




f. The height of DT(A,n) is Ω(log n!).




g. Since n! < nn,     log n! < n log n.
Therefore, the height of DT(A,n), and hence the running time of A, is
Ω(n log n).



h. An average case lower bound of Ω(n log n) is stronger that a worst case lower bound for Ω(n log n).
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