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Review: Joint Distributions

1) Multivariate: Discrete to Continuous:

Discrete

Continuous

Joint PMF/PDF

pX,Y(xay) = ]P(X = ZE,Y = y)

fX,Y(ma y) 7 ]P(X =z,Y = y)

Joint range/support
Qxy

{(z,y) € Qx x Qy : px y(z,y) > 0}

{(z,y) € Qx x Qy : fxy(z,y) > 0}

Joint CDF

FX,Y (x’ y) = Ztsm,ssy pX,Y(t7 3)

Fxy (z,y) = Sioo Sgoo fxy (t,s)dsdt

Normalization

Zm’y pX,Y(x’ y) = 1

§ 0V Fxy (,y) dody = 1

Marginal PMF /PDF

px(z) = Zy px,y(z,9y)

fx(@) =57 fxy(z,y)dy

Expectation

Elg(X,Y)] =2, , 9=, y)px,y(z,Yy)

Elg(X,Y)] =§"_§"_ g(z.v) fxy(z,y)dzdy

Independence Vz,y,px,v (z,y) = px (z)py () Vz,y, fx,y (z,y) = fx(z)fr(y)
must have QX,Y = QX X Qy QX,Y = QX X QY
Conditional PMF/PDF | pyy (zly) = PXXEY Fxpy(zly) = ey

Conditional Expectation

E[X|Y =y] =3,z pxy(z|y)

EX|Y =y] =§" =fxy(z|y)de




Review: Central Limit Theorem

3) Central Limit Theorem (CLT): Let X,..., X, be iid random variables with E[X;] = p and Var(X;) = o2.
Let X = > ; X;, which has E[X] = nu and Var(X) = no?. Let X = = > | X, which has E[X] = p

and Var(X) = "72 X is called the sample mean. Then, as n — 00, X approaches the normal distribution

N(Ma %2) Standardizing, this is equivalent to Y = j(/\_/% approaching AV(0,1). Similarly, as n — oo, X

approaches N (nu,no?) and Y’ = )2:/%“ approaches N (0, 1).

It is no surprise that X has mean p and variance o2/n — this can be done with simple calculations. The
importance of the CLT is that, for large n, regardless of what distribution X; comes from, X is approximately
normally distributed with mean p and variance 0%/n. Don't forget the continuity correction, only when
X1,...,X, are discrete random variables.

Here is the Standard normal table.



Suppose X and Y have the following joint PMF:

XN 1] 2] 3
0 | 0 [02]01
1 (03] 0 |04

a) Identify the range of X (2x), the range of Y (Qy), and their joint range (2xy).
b) Find the marginal PMF for X, px(z) for x € Qx.

c) Find the marginal PMF for Y, py (y) for y € Qy.

d) Are X and Y independent? Why or why not?

e) Find E[X3Y].



Task 1 Solution: a)

a) lIdentify the range of X (2x), the range of Y (Q2y), and their joint range (Q2x y).
O = (0,13, G5 = {1231 a@nd Qi v-—-Li0y2 o9, (1, (18]



Task 1 Solution: b)

b) Find the marginal PMF for X, px () for z € Qx.
Note that Qx = {0, 1}.

px(0) = > pxy(0,y) =0+02+0.1=0.3
Y

px(1) =1-px(0) =0.7



Task 1 Solution: c)

c) Find the marginal PMF for Y, py (y) for y € Qy.
Note that Qy = {1, 2, 3}.

py(1) =) pxy(z,1) =0+0.3=03

py(2) = Y px,y(z,2) =0.2+0=0.2

py(3) = Y pxy(z,3) = 0.1+04 =05



Task 1 Solution: d)

d) Are X and Y independent? Why or why not?

X and Y are not independent. Recall that a necessary condition for X and Y to be independent
is that Qxy = Qx x Qy. The joint range 2x y does not satisfy this criteria, so it cannot be
independent.



Task 1 Solution: e)
e) Find E[X3Y].
Note that X3 = X since X takes values in {0,1}.

E[X?Y] =E[XY]= )| zypxy(z,y)=1-1-03+1-3-04=15
(z,y)eQx,y



Suppose that X,...,X,, are i.i.d. samples from a normal distribution with unknown mean p and variance 36.
How big does n need to be so that x is in

[X —0.11,X +0.11]

with probability at least 0.977
Recall that

7:

S|

Z X;.
=1

You may use the fact that ®1(0.985) = 2.17.



Task 8 Solution

Our goal is to find n such that u lies within 0.11 of X 97% of the time. This is equivalent to finding
n such that the probability that u lies outside the range is less than 3%.

P(|X — u| > 0.11) < 0.03



Task 8 Solution

Let us define Z = 37_& We can solve for o by using the Properties of Variance. Since

:SI'—'

we can say that

Var(X ar( Z X;)

Usmg the Properties of Variance and the fact that X;'s are i.id., Var(X) = % - n-

0'—%.



Task 8 Solution

P(|X — u| > 0.11) < 0.03
P(|Z|-o > 0.11) < 0.03 [Definition of Z]



Task 8 Solution

P(|X — p| > 0.11) < 0.03
P(|Z|-o > 0.11) < 0.03

0.11
P (IZI > —3—\/5) < 0.03
P (Z < —%\/ﬁ) <0.015
® ("0_61_1‘/’—") <0.015

[Definition of Z]

[Symmetry of Normal Dist.]

[CDF of Standard Norm.]



Task 8 Solution

0.11
——— V< —~®71(0.985)

6 - &=1(0.985)

-
Vn > 0.11
6-31(0.985)
n =
0.11

~ 14009.95

Therefore the final answer should be at least 14010.



The joint density of X and Y is given by

ze~(FHY) £ >0,y >0
0 otherwise.

fX,Y(xay) = {

and the joint density of W and V' is given by

2 <€)<l

fW,V(’lU,’U) — {

Are X and Y independent? Are W and V independent?

0 otherwise.



Task 6 Solution

For two random variables X,Y to be independent, we must have fx y(z,y) = fx(z)fy(y) for all
x €y, ye Ny. Let's start with X and Y by finding their marginal PDFs. By definition, and using
the fact that the joint PDF is 0 outside of y > 0, we get:

o0

0

fx(z) = J re~EHYdy = e %g



Task 6 Solution

We do the same to get the PDF of Y, again over the range z > O:
00

Pely) = J e~ Tt dy = Y
0

Since e %z -e ¥ = ze Y = ze~(@+Y) for all z,y > 0, X and Y are independent.



Task 6 Solution

We can see that W and V are not independent simply by observing that Qy, = (0,1) and Qy = (0, 1),
but Qv is not equal to their Cartesian product. Specifically, looking at their range of fy v (w,v).
Graphing it with w as the "x-axis” and v as the "y-axis”, we see that :

\% W=V

- 05




