The Questions of Our Time

- Y is a non-negative continuous random variable
= Probability Density Function: f,(y)
= Already knew that:

EIYI= [y f,(y)dy
= But, did you know that:
EIY]=[P(Y >y) dy 212
0

= No, | didn’t think so...
= Analogously, in the discrete case, where X =1, 2, ...,n
n

E[X] :ZP(X >i)

Life Gives You Lemmas, Make Lemma-nade!

- Alemmain the home or office is a good thing

E3 1
EY]=[P(Y > y) dy
. FO., =
=[@-F(y) dy 02
- Proof: ' ; ’
.[P(Y>y)dy j jf (x)dx dy
= J'[J'dny (x)dx = ij (dx=EN] X f
x=0\_y=0

Discrete Joint Mass Functions

- For two discrete random variables X and Y, the
Joint Probability Mass Function is:

Pxy(@b)=P(X =aY =b)

- Marginal distributions:
Px (@)=P(X=a)= 2 Px.y (ay)
y

Py (b) = P(Y =b) =Z Px v (x.b)
- Example: X = value of die Dl, Y = value of die D,

P(X =1)= prv(ly) 236

A Computer (or Three) in Every House

- Consider households in Silicon Valley
= A household has C computers: C = X Macs + Y PCs
= Assume each computer equally likely to be Mac or PC

X

v 0 1 2 3 py(y)
0.16 c=0 0 |016 012 007 004
PC=0) 024 c=1 1 |012 014 012 0
028 c=2 2 |007 012 o0 0
032 ¢=3 3 [004a o 0 0
n) (039 038 019 0.04] 1.00

Marginal distributions

Continuous Joint Distribution Functions

- For two continuous random variables X and Y, the
Joint Cumulative Probability Distribution is:

Fyy(@b)=F(ab)=P(X <aY <b) where —co<a,b<oo

- Marginal distributions:
F (@) =P(X<a)=P(X <aY <o) =F,(a,)

R, (b) = P(Y <b)=P(X <,Y <b) = F, , (0, b)
. Let's look at one:

Joint

- Thisisa jOII"It
' !

- Ajointis not a mathemat|C|an
= It did not start doing mathematics at an early age
= Itis not the reason we have “joint distributions”

= And, no, Charlie Sheen does not look like a joint
o But he does have them...
o He also has joint custody of his children with Denise Richards




Computing Joint Probabilities

- Let Fyy(x, y) be joint CDF for X and Y
P(X >a,Y >b)=1-P((X >a,Y >b)°)
=1-P((X >a)° u(Y >h))
=1-P((X <a)u(Y <bh))
=1-(P(X <a)+P(Y <b)—P(X <a,Y <h))
=1-F(@)-F, (b)+F(a,b)

bz:H:
P(a, < X <a,,b <Y <b,) b,

—F(a,b,)~F(a,b)+F(a,b)—F(a,b) = %

Jointly Continuous

- Random variables X and Y, are Jointly
Continuous if there exists PDF f, , (x, y) defined
over —wo < X, y < oo such that:

a, b,
P(a, < X <a, b <Y sbz):J' J.fw(x,y)dydx
a by
- Cumulative Density Function (CDF):
a b >
For@b)=[ [f, (xy)dydx iy (ab) =40z Fey(ab)

- Marginal density functions:

L@= [t @ndy )= [, xb)dx

Imperfection on a Disk

- Disk surface is a circle of radius R
= Asingle point imperfection uniformly distributed on disk

fox y)—{ﬁ if x¥*+y?<R?
Xy 1 -

where —0< X,y <o
0 ifx*+y*>R?

© VRZ-x?
1 1 2,/R2-x?
fx(¥)= Ifx,\((x' y)dy:”Rz J. dy:”RZ J.dy - ﬁRZX
s x?+y?<R? y=—vR2-x?

f(y) = 2RY

7R?

« Distance to origin: D=+ X?+Y?,P(D<a)= ”;z _a

zR2 T R2?

where— R <y < R, by symmetry

R_2R

E[D] :b[P(D > a)dazl(lf%z)da:(a*%j 0”3

Welcome Back the Multinomial!

- Multinomial distribution
= nindependent trials of experiment performed
= Each trial results in one of m outcomes, with ,,
respective probabilities: p,, p,, ..., p, Where Zp, =1
= X; = number of trials with outcome i -

e, ijpl ps?... Py

h i d n n!
where C, =N an = "
=g €. CprnCy ) GGG, !

Hello Die Rolls, My Old Friend...

- 6-sided die is rolled 7 times
= Roll results: 1 one, 1 two, 0 three, 2 four, 0 five, 3 six

P(X,=1X,=1X;=0,X,=2X,=0X,=3)

1 1 0 2 0 3 7
s (o) (6] (6] (&) () (6] -+
o203\ 6)16/)16)16)\6) (6 6
- This is generalization of Binomial distribution

= Binomial: each trial had 2 possible outcomes
= Multinomial: each trial has m possible outcomes

Probabilistic Text Analysis

- Ignoring order of words, what is probability of any
given word you write in English?
= P(word = “the”) > P(word = “transatlantic”)
= P(word = “Stanford”) > P(word = “Cal”)
= Probability of each word is just multinomial distribution
- What about probability of those same words in
someone else’s writing?
= P(word = “probability” | writer = you) >
P(word = “probability” | writer = non-CS109 student)

= After estimating P(word | writer) from known writings,
use Bayes Theorem to determine P(writer | word) for
new writings!




Old and New Analysis

FEDERALIST

- Authorship of “Federalist Papers” Essavs
= 85 essays advocating ratification of wew coxstirurfox
US constitution
= Written under pseudonym “Publius”

- Really, Alexander Hamilton, James

Madison and John Jay
= Who wrote which essays?

o Analyzed probability of words in each
essay versus word distributions from
known writings of three authors

- Filtering Spam
= P(word = “Viagra” | writer = you)
<< P(word = “Viagra” | writer = spammer)




